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ABSTRACT 

The cold-start items, especially the New-Items which did not receive any ratings, have negative 

impacts on NMF (Nonnegative Matrix Factorization)-based approaches, particularly the ones 

that utilize other information besides the rating matrix. We propose an NMF based approach in 

collaborative filtering based recommendation systems to handle the New-Items issue. The 

proposed approach utilizes the item auxiliary information to impute missing ratings before 

NMF is applied. We study two factors with the imputation: (1) the total number of the imputed 

ratings for each New-Item, and (2) the value and the average of the imputed ratings. To study 

the influence of these factors, we divide items into three groups and calculate their 

recommendation errors. Experiments on three different datasets are conducted to examine the 

proposed approach. The results show that our approach can handle the New-Item's negative 

impact and reduce the recommendation errors for the whole dataset. 
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1. INTRODUCTION 

 
Nowadays, the world steps into new stages that depend mainly on technology. This appears in 

many different fields, such as everyday life, work, and business. One of the most important 

results of using technology in business is E-commerce. It has many helpful tools that are used to 

figure out what the customer wants, such as recommendation systems (RS) [1] which suggest 

items to users depending on the user’s preferences. 

 

Recommendation systems (RS) are classified into three main categories: content-based (CB), 

collaborative filtering (CF), and hybrid. The content-based (CB) system calculates the similarity 

between items or users by utilizing external information, like user profiles and item descriptions. 

The user gets recommendations for items that are similar to what he previously positively rated. 

Since content-based RS does some manual intervention to collect the user profiles and items 

descriptions, it is susceptible to errors and does not scale to large items basis. The collaborative 

filtering (CF) finds users in the community who have same rated items in common. If two users 

have the same rated items in common, it predicts that they will like the same items in the future. 

CF doesn’t need any external information like the CB method. However, a number of approaches 

combine these two systems, content-based (CB) and collaborative filtering (CF), into one system 

to take the advantages of both of them and overcome their limitations. 
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Collaborative filtering is the most popular approach because its results are more accurate than 

other approaches and it needs fewer resources. Collaborative filtering algorithms are classified 

into two main categories, memory-based methods and model-based methods. 

 

Memory-based method, also called neighborhood-based method, relies on the rating of users or 

items to compute the similarity. It has two types, user-oriented and item-oriented. User-oriented 

CF computes the similarity between users based on their previous common items ratings, which 

are known as user neighbors.  If there are no common rated items between users, then user-

oriented CF will not be able to calculate the similarity, especially with cold-start users. Cold-start 

users are users who did not rate a lot of items, e.g., less than five items. The system will not be 

able to recommend items to them because it is hard to find neighbors for them. If we think about 

the number of items that each user has rated, actually most users rate a small number of items 

which makes the rating matrix suffer from sparsity and this leads to one of the most significant 

issues which is called the rating matrix sparseness. 

 

To overcome the memory-based method issues, model-based methods have been proposed. 

Model-based algorithms model users based on their past items ratings. To predict missing ratings, 

it employs statistical and machine learning techniques to learn models and use them. However, 

memory-based RS doesn’t need to calculate the similarity and find the users’ neighbors. Model-

based algorithms also have the problem of data sparsity and still don’t solve the issue of cold-start 

users. 

 

Using only the rating matrix while letting aside all the other information sources in the dataset 

will decrease the accuracy of the results. Examples of these information are: user information 

(gender, occupation, location, interests, etc.), item categories, and social information (relationship 

between users or trust and distrust list). Still, some other data analysis algorithms require 

complete data. 

 

Imputation is one of the approaches that has been used to complete missing data. The imputation 

is the process of replacing missing data with substituted values [2]. The imputation method helps 

recommendation systems to reduce rating matrix sparsity. Even though most recommendation 

system methods do not require complete data, the imputation has been used. In the 

recommendation system, if there are more ratings available in the rating matrix, the predicted 

ratings are more accurate. Due to that fact, the imputation process has been used as a pre-

processing step in which missing data are imputed before the rating prediction process, then the 

system predicts the rating based on original and imputed ratings. Prediction results using the 

imputation data with an extremely sparse rating matrix often improves [3]. 

 

Even though the imputation alleviates the sparsity issue, it must be taken into consideration the 

error, which may be introduced from the imputed ratings. To get the benefit of the imputation and 

reduce the imputation error, we need to answer two important questions, (1) which missing data 

should be imputed and (2) how to impute ratings [4]. For that, the most efficient imputation-based 

collaborative filtering methods impute a subset of the missing data using strategies that select 

which missing data should be imputed. There are several methods to impute missing data, such as 

the ratings mean of either all known ratings or ratings of a particular item or user, and linear 

regression. In addition, many imputation approaches have been proposed with both collaborative 

filtering methods: memory-based and model-based collaborative filtering which are sometimes 

called imputation-based collaborative filtering methods. 

 

We propose a new strategy that handles New-Items issue by incorporating the item auxiliary 

information with Aux-NMF without hurting other items prediction performance.  
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The remainder of this paper is organized as follows. Section 2 shows the related work. Section 3 

defines the problems and notations. Section 4 describes the main ideas of the proposed method. 

Section 5 presents the datasets, experiments and discusses the results. Conclusions and future 

work are given in Section 6. 

 

2. RELATED WORKS 

 
Nonnegative Matrix Factorization (NMF), which is based on the collaborative filtering method, 

has been applied in the collaborative filtering. Zhang et al. in [5] used NMF to learn the missing 

ratings in the rating matrix. A nonnegativity constraint is enforced in the linear model to 

guarantee that all users’ ratings can be represented as an additive linear combination of canonical 

coordinates. An unconstrained 3-factor NMF had been proposed by Ding et al. in [6] which has 

an additional factor matrix to absorb the different scales in the two matrix factors in basic NMF. 

 

It is insufficient to rely only on rating information because most datasets suffer from sparsity. In 

addition, cold-start items which did not receive many ratings and cold-start users who did not rate 

many items have the most negative impact. To alleviate this issue, other sources of information 

have been used, such as user information [7] (gender, location, job title, interests, education level, 

etc.), item categories [7], and social information (relationship between users or trust and distrust 

list) [8, 9, 10, 11, 12]. Aux-NMF [7] is one of the studies that incorporates the users’ and items’ 

information into NMF method. Their proposed method surpasses the SVD-based data update 

approach [13]. 

 

Moreover, the imputation process has been incorporated into collaborative filtering methods to 

alleviate rating matrix sparsity. A method called IBCF had been proposed by Su et al. in [14] such 

that a subset of missing data is imputed after dividing the rating matrix into subset matrices based 

on the number of ratings each item received. A novel algorithm called (IMULT) had been 

proposed in [15] based on the classic Multiplicative Update Rules (MULT), which utilizes 

imputation to fill out the subset of unknown ratings. Furthermore, [16] proposed an imputation 

method to impute New-Users. The results show that the proposed approach can handle the New-

Users issue and reduce the recommendation errors. Enlightened by these papers, we apply the 

imputation process to Aux-NMF [7] by utilizing item auxiliary information. Our proposed 

method is different from [16] in many aspects. First, we impute New-Items which focus on the 

advertising beside the recommendation. In addition, we survey two factors that may affect the 

imputation: (1) the total number of the imputed ratings for each New-Item, and (2) the value and 

the average of the imputed ratings. 

 

3. PROBLEM DESCRIPTION 
 

In collaborative filtering, there are m users such that� = ���, … , ��	and n items
 =���, … , ��	.Each user�can rate a set of items. Users represent the rating through an explicit 

numeric rating, such as a scale from one to five. In addition, the rating information is summarized 

in an� × �matrix, which is called a rating matrix � ∈ ℝ�×�,1 ≤ � ≤ �, 1 ≤ � ≤ �. The rows in 

the rating matrix represent the users, and the columns represent items. If a particular user� rates 

a particular item��, then the value of the intersection of the user’s row and item’s column in the 

rating matrix�� holds the rating value. If the rating is missing, that means the user did not rate 

that item. Nonnegative Matrix Factorization (NMF) [17] is a dimension reduction method. 

Nonnegative matrix tri-factorization (NMTF) is defined as follows [6], 

 

 ��×� ≈ ��×� ∙ ��×� ∙ ��×��  (1)  
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In NMTF, the rating matrix �is factoried into three matrices,�, � and �, where �is a matrix that 

contains the latent factors for users and �contains the latent factors for items. In addition, � 

matrix absorbs the different scales between � and �.Due to the fact that we are using Aux-NMF 

as a basic algorithm, we need more matrices: the user feature matrix ! ∈ ℝ�×"#  and the item 

feature matrix	 % ∈ ℝ�×"& ,which hold the users’ and items’ information. Each user and item 

belongs to one or more features '! and '%, respectively. The Aux-NMF is defined as follows [7], 

 

���!(),*(),+(,-.�,/,�, �, �, 0! , 0%1 = 

2 ⋅	∥ / ∘ .� − ����1 ∥78+ : ⋅	∥ � − 0! ∥78 	+ ; ⋅	∥ � − 0% ∥78  

(2)  

where 2, : and; are coefficients that control the weight of each part. 0! and 0%are the user cluster 

matrix and the item cluster matrix which are obtained by running the K-Means clustering 

algorithm on the users feature matrix !and items feature matrix  %. 
Generally, NMF cannot recommend items that did not receive any ratings to users. The values in 

the row that represents this item in matrix �are zeros. Moreover, unpredictable ratings raise the 

mean absolute error (MAE) especially when the average value of the ratings in the test set is 

closer to the maximum rating value than the minimum. In our paper, we call the users that did not 

rate any items New-Users and the items that did not receive any ratings New-Items. 

Aux-NMF can alleviate this issue by adding the users and items cluster constraints such that in 

each iteration of updating the matrices �, � and �, the : value is added to the � matrix and ; to �matrix. In this paper, we study the impact of the items auxiliary information constraint,	;, in 

Aux-NMF [7]. 

Our experiment shows that even though adding the items auxiliary information constraint can 

alleviate the New-Items issue, other items’ MAE may become higher. We divide items into three 

groups and calculate their MAE. The first group is New-Items which did not receive any ratings 

at all. The second group is Cold-Start-Items which received at least one rating and at most four 

ratings.  The last group is Heavy-Rated-Items which received more than four ratings. We use the 

training dataset to count the total number of ratings for each item - not the rating matrix -.In our 

datasets, we observe that each group of items has different2 and ;values that result in the lowest 

MAE. With New-Items group, all the datasets prefer to set ; to the maximum value, 0.9, and 2 to 

the minimum, 0.1. This is because adding ; to the rows of New-Items in the � matrix allows the 

system to recommend New-Items to users. The best MAE of Cold-Start-Items is when 2 = 1 

and; = 0 with all datasets. However, the best Heavy-Rated-Items MAE results with different 2 

and ; settings for each dataset. In addition, we observe that the percentage of the New-Items 

ratings in the test set affects the best settings of 2 and ; for the whole dataset. If the percentage of 

the New-Items in the test set is high, the Aux-NMF will rely more on items auxiliary information 

constraint even if Cold-Start-Items and Heavy-Rated-Items MAE are getting worse. 

We propose a method to impute a subset of New-Items ratings in the training set using the items 

auxiliary information to alleviate the impact of New-Items on items auxiliary information 

constraint and handle New-Items issue. 

4. PROPOSED METHOD 

We propose a new strategy that handles New-Items issue by incorporating the item auxiliary 

information with Aux-NMF without hurting other items prediction performance. In addition, the 

proposed method alleviates the impact of the New-Items on the items auxiliary information 

constraint - γ-. Because imputed ratings introduce error to the system, our proposed method 

imputes limited ratings for each New-Items whereas each dataset has a parameter of the 

maximum imputed ratings for each New-Item. 
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To perform the proposed method, we need to determine the subset of the real ratings that is used 

to calculate the imputed ratings which are called source ratings, and the users who hold the 

imputed ratings. For each user, we count the total ratings that the user did to all items that belong 

to the same New-Item cluster based on the item cluster matrix %. After ordering the users based 

on the total ratings descendingly, the top-N users are selected to hold the imputed ratings. For 

each top-N user, only the user’s real ratings are utilized to calculate the imputed ratings. Thereby, 

we ensure that we maintain the user rating pattern without involving other users’ ratings which 

may have different rating pattern. 

 

 

( a ) Rating matrix 

 

( b ) Item cluster 

matrix CI 

 

( c ) Candidate 

users 

 

( d ) Total 

ratings 

 

( e) Imputed rating 

matrix 

Figure 1. A simple example of the imputation process. 

Figure 1 is a simple example to illustrate the basic idea of the imputation. Figure 1 (a) is the 

rating matrix that presents the users, items, and the users’ ratings to the items. As we see, item e3 

is a New-Item because there is no rating for it. To impute e3, we need to find all items that belong 

to the same cluster as e3. Figure 1 (b) displays the item cluster matrixCI. Item e3 belongs to 

clusterG2 and items e1 and e2 belong to the same cluster as e3 belongs to. The candidate users that 

may hold the imputed rating are u1 and u2 because they did rate at least one of e1 and e2 items 

(Figure 1 (c)). User u1 rated two items while user u2 did one rating only that belong to cluster G2. 

If we determine to impute one rating for each New-Item, then u2 will hold the imputed rating for 

e3 because u2 did the highest number of ratings as we see in Figure 1 (d). The source ratings are 

the ratings that are used to calculate the imputed rating. In our example, the ratings 5 and 1 of u2 

are the source ratings. The average of the imputed source ratingsis 3. The imputed rating of user 

u2 to New-Item e3 is equal to 3 as we see in Figure 1 (e). 

In reality, introducing New-Items to the system is actually advertising items to the customers. For 

that, the prediction error of the users that have a high probability to like the New-Item should be 

less compared to the users that don’t. There are two methods to calculate the imputed ratings. The 

first one is the average of the subset of the real ratings that are used to impute, source ratings, and 

the second method is the most frequent rating appears in that subset. 

1) Objective Function: Aux-NMF developed the objective function for weighted and constrained 

nonnegative matrix tri-factorization that incorporates the auxiliary information of users and items, 

as we see in Equation 2. 

To handle the New-Item issue, we replace the rating matrix � with imputed rating matrix �′ such 

that  

 

?�@ = A?� , if?� ≠ 0Imputed	Rating, if	total	ratings	of	item	� = 0	and	source	ratings	 ≠ ∅0	otherwise
X (3)  

where ?�@ ∈ �@, ?� ∈ �, and Imputed Rating could be either the average of the source ratings or 

the most frequent ratings. 

In addition, we redefined /as a /@ such that: 
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 Y�@ = Z1, if?�@ ≠ 00, if?�@ = 0X [Y�@ ∈ /@, ?�@ ∈ �@\ (4)  

By updating Equations (2) using Equations (3) and (4), the objective function is: 

 

���!(),*(),+()-.�@,/@, �, �, �, 0! , 0%1 = 

2 ⋅∥ /@ ∘ .�@ − ����1 ∥78+ : ⋅∥ � − 0! ∥78+ ; ⋅∥ � − 0% ∥78  (5)  

We name this matrix factorization AuxNew-Item-NMF. 

2) Update Formula: The derivation of update formula is the same as Aux-NMF [7] except we 

replace the rating matrix �with the imputed rating matrix �′ and /with /′. The final update 

formula is in Algorithm 1, Lines 12-14. 

We suppose ], ^ ≪ ���.�, �1, the time complexities of updating �, �, and �in each iteration are 

all`[��.] + ^1\. Thus, the time complexity of AuxNew-Item-NMF in each iteration 

is`[��.] + ^1\. 
3) Detailed Algorithm: In this section, we present the AuxNew-Item-NMF algorithm.Algorithm 1 

depicts the steps of performing AuxNew-Item-NMF on the imputed rating matrix �′. We perform 

this algorithm with two cases. The first case is when the imputed ratings are equal to the average 

of source ratings which is called the Average-Imputation case. The second case is when the 

imputed ratings are equal to the most frequent ratings in source ratings which is called Most-

Imputation case. However, it may take hundreds or thousands of iterations to converge to a local 

minimum. Thus, in the algorithm, we set an additional stop criterion - the maximum iteration 

counts. In collaborative filtering, this value varies from 10 ∼100 which can produce good results. 

Algorithm 1 New-Item Imputation 

Require:  

User-Item rating matrix:� ∈ ℝ�×�; 
User feature matrix: ! ∈ ℝ�×�#; 
Item feature matrix: % ∈ ℝ�×�&; 
Column dimension of�:	]; 
Column dimension of�:	^; 
Coefficients in objective function:2, :	and	;; 
Number of maximum iterations: MaxIter; 
Number of maximum imputed ratings for each New-Item: MaxImputedRatings; 

Ensure:  
Factor matrices: � ∈ ℝ�×�, � ∈ ℝ�×� , and	� ∈ ℝ�×�; 
User cluster membership indicator matrix:0! ∈ ℝ�×�; 
Item cluster membership indicator matrix:0% ∈ ℝ�×� 
Imputed rating matrix:�@ ∈ ℝ�×�; 
 

1: Function New-Items Imputation[�, 0%cde , �, f�g�hih�j�	Case\ 
2: for each group l%in	0%cdedo  

3: if l% == 1then 

4: l%fh��m	 = l%fh��m	+ all items belong to l% 
5: end if  

6: end for  
7: for each user �do 

8: candidateImputedUsers = count the total ratings of �for all items in l%fh��m 
9: end for  

10: OrderedUsers =sort candidateImputedUsers based on the total ratings indescending 

order  
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11: for��nopqr = 1 ∶MaxImputedRatings in OrderUsers do  

12: if Imputation Case =Average then 
13: ?otuvwxyz�@ = the average ratings of ��nopqrfor all items inl%fh��m 
14: else if Imputation Case = Most then  
15: ?otuvwxyz�@ = the most frequent ratings value of ��nopqrfor all items inl%fh��m 
16: end if  
17: end for  
18: return?:�@  
19: end function  

1: Cluster users into k groups based on  !by K-Means algorithm → 0!;  

2: Cluster items into l groups based on  %by K-Means algorithm → 0%;  
3: InitializeU,S,andVwithrandomvalues; 

4: for each item��do  

5: if �� total ratings == 0then 

6: ?:�@ =	New-ItemsImputation(�, 0%y{: , �, Imputation	Case)  

7: end if  

8: end for  

9: Buildweightmatrix/@byEq.(4);  

10: Set �h�?ih�j�	 = 1	and	mhjg = -i^m�;  

11: while (�h�?ih�j� < }i~fh�?) and (mhjg == -i^m�) do  

12: �� ⟵�� ⋅ ��[��∘��\+*����#�t{�����∘.!*+�1�+*���!	t{ 

13: �� ⟵ �� ⋅ ��[��∘��\�!*���&�t{�����∘.!*+�1��!*��+	t{ 
14: �� ⟵ �� ⋅ �!�[��∘��\+�t{�!����∘.!*+�1�+	t{ 
15: � ⟵ 2 ⋅∥ /@ ∘ .�@ − ����1 ∥78+ : ⋅∥ � − 0! ∥78+ ; ⋅∥ � − 0% ∥78  

16: if L increases in this iteration then  

17: stop = true;  
18: Restore U, S, and V to their values in last iteration.  
19: end if  
20: endwhile  

21: Return R′,U,S,V,CU, and CI.  

5. EXPERIMENTAL STUDY 

In this section, we discuss the datasets’ description, evaluation strategy, and experimental results. 

5.1. Data Description 

Table 1. Statistics of the datasets. 

Dataset  # Users # Items  # Ratings New-Items ratings % in the test set 

CiaoDVD  17,615 16,121 72,345 13.22% 

Ciao  7,375 21,978 184,024 0.57% 

Epinions  22,166 15,000 180,889 5.34% 
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In the experiments, we adopt CiaoDVD [18], Ciao [19], and Epinions [19] as the test data. Table 

1 shows the statistics information of the datasets. 

The CiaoDVD was crawled from ciao.co.uk, the DVD category, in December 2013 [18]. 

Thereare 17,615 users, 16,121 items and 72,345 ratings. Each DVD item belongs to one of the 17 

genres.  However, there is no information about users. Users are allowed to rate the items using 5-

scale integer ratings (from 1 to 5).  

The Ciao dataset was crawled from Ciao.co.uk in May 2011 by Tang et al. in [19]. There are 

7,375 users and 106,797 items. Each item belongs to one or more of 28 different categories. 

However, there is no information about users. Due to the MATLAB memory limitation, we only 

chose users who rated at least one item and items that received at least three ratings ending up 

with 7,375 users, 21,978 items, and 184,024 ratings. The 5-scale integer ratings are used to rate 

the items.  

The Epinions dataset was collected by Tang et al. in May 2011 [19]. There are 22,166 users and 

296,277 items. Each item belongs to one or more of 27 categories. However, there is no 

information about users in this dataset. Due to the MATLAB memory limitation, we chose 15,000 

out of 296,277 items, which are the first 5,000 items, the middle 5,000 items, and the last 5,000 

items. Ending up with 22,166 users, 15,000 items and 180,889 ratings. Users are allowed to rate 

the items using 5-scale integer ratings.  

5.2. Evaluation Strategy 

We compare the performance between the proposed approach AuxNew-Item-NMF and Aux-

NMF [7] using the Mean Absolute Error (MAE). The MAE is defined as: 

 }�
 = 1|��mh��h| � |?� − g�|�t{∈�q�p*qp
 (6)  

where ?�is the actual value whileg�is the predicted value. 

We use 80% of the ratings as a training set and 20% as a test set. We perform the imputation 

process after the data is split into training and test sets, and we impute missing ratings using the 

training ratings only. We perform our experiment in a 5-fold cross-validation approach. The 

machine we used is equipped with a 2.53Ghz quad-core +HT processor, 8GB RAM and is 

installed with UNIX operating system. The code was written and run in MATLAB. 

5.3. Results and Discussion 

To study the impact of the New-Items imputation process on predicting ratings and parameter 

settings of Aux-NMF[7], we divide items into three groups and calculate their MAE: New-Items, 

Cold-Start-Items, and Heavy-Rated-Items.  

Some parameters of the proposed algorithms need to be determined in advance. Table 2 gives the 

parameter setup in AuxNew-Items-NMF (see Algorithm 1).  

Table 2. Parameter Setup in AuxNew-Items-NMF. 

Dataset ββββ k l MaxIter MaxImputedRatings 

CiaoDVD 0 2 15 10 3 

Ciao 0 10 20 10 15 

Epinions 0 10 20 10 5 
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As mentioned before, with the none imputation case -Aux-NMF method-, the percentage of the 

New-Items ratings in the test set affects the best settings of α and γ for the whole dataset. If the 

percentage of the New-Items ratings is high, the system relies on items auxiliary information 

constraint, γ, more than the rating matrix, because adding γ value to the � matrix allows the 

system to predict the New-Items ratings and then recommend them to the users. However, the 

other items’ group, Cold-Start-Items and Heavy-Rated-Items, may have different best settings of 

α and γ. In addition, the difference in the MAE between the best setting of α and γ for the whole 

dataset and each item group can be large. In this analysis, we demonstrate that imputing New-

Items helps to reduce the difference of MAE between the best setting of α and γ for the whole 

dataset and for each item group. 

Table 3. MAE results of the whole dataset and item groups with all selected combinations of α and γ of 

both methods: Aux-NMF and AuxNew-Item-NMF. 

αααα ββββ 

All-Items MAE New-Items MAE 
Cold-Start-Items 

MAE 

Heavy-Rated-Items 

MAE 

Aux- 

NMF 

AuxNew- 

Item-

NMF 

Aux- 

NMF 

AuxNew- 

Item-

NMF 

Aux-

NMF 

AuxNew- 

Item-

NMF 

Aux- 

NMF 

AuxNew- 

Item-

NMF 

CiaoDVD 

0.1 0.9 2.0532 1.9011 2.6477 1.5036 1.8222 1.8153 2.0106 2.0118 

0.2 0.8 2.0698 1.8918 2.8351 1.4921 1.7997 1.7951 2.0056 2.0066 

0.3 0.7 2.0750 1.8853 2.9164 1.4839 1.7832 1.7799 2.0026 2.0034 

0.4 0.6 2.0762 1.8801 2.9588 1.4771 1.7695 1.7671 2.0006 2.0012 

0.5 0.5 2.0760 1.8758 2.9834 1.4708 1.7576 1.7558 1.9993 1.9998 

0.6 0.4 2.0750 1.8721 2.9985 1.4647 1.7467 1.7454 1.9985 1.9988 

0.7 0.3 2.0738 1.8689 3.0073 1.4588 1.7364 1.7357 1.9982 1.9983 

0.8 0.2 2.0726 1.8664 3.0123 1.4532 1.7271 1.7267 1.9986 1.9986 

0.9 0.1 2.0720 1.8649 3.0148 1.4486 1.7189 1.7187 2.0000 2.0001 

1 0 2.1810 1.8660 3.8322 1.4474 1.7142 1.7140 2.0030 2.0036 

Ciao 

0.1 0.9 0.8158 0.8036 3.0171 0.8332 0.9207 0.9212 0.7486 0.7487 

0.2 0.8 0.8083 0.7954 3.1542 0.8339 0.8942 0.8945 0.7489 0.7489 

0.3 0.7 0.8029 0.7897 3.1828 0.8340 0.8752 0.8754 0.7495 0.7495 

0.4 0.6 0.7986 0.7855 3.1849 0.8343 0.8603 0.8604 0.7501 0.7501 

0.5 0.5 0.7952 0.7820 3.1849 0.8346 0.8478 0.8479 0.7508 0.7509 

0.6 0.4 0.7924 0.7792 3.1849 0.8351 0.8370 0.8370 0.7518 0.7518 

0.7 0.3 0.7901 0.7769 3.1849 0.8357 0.8273 0.8273 0.7529 0.7529 

0.8 0.2 0.7882 0.7750 3.1849 0.8367 0.8183 0.8182 0.7544 0.7544 

0.9 0.1 0.7867 0.7735 3.1849 0.8095 0.8381 0.8095 0.7562 0.7562 

1 0 0.7911 0.7723 4.1654 0.8401 0.8007 0.8006 0.7586 0.7586 
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Epinions 

0.1 0.9 1.3005 1.2205 2.6663 1.1633 1.8002 1.7721 1.1912 1.193 

0.2 0.8 1.2991 1.2077 2.8476 1.1302 1.6772 1.6589 1.1857 1.1871 

0.3 0.7 1.2957 1.1997 2.9053 1.1018 1.5988 1.5858 1.1829 1.1839 

0.4 0.6 1.2927 1.1938 2.9291 1.0762 1.5426 1.5326 1.1812 1.1819 

0.5 0.5 1.2900 1.1892 2.9379 1.0539 1.4986 1.4909 1.1801 1.1805 

0.6 0.4 1.2876 1.1857 2.9400 1.0350 1.4628 1.4565 1.1793 1.1795 

0.7 0.3 1.2857 1.1827 2.9404 1.0174 1.4323 1.4275 1.1789 1.1788 

0.8 0.2 1.2841 1.1802 2.9405 0.9986 1.4056 1.4030 1.1786 1.1786 

0.9 0.1 1.2831 1.1781 2.9405 0.9752 1.3831 1.3822 1.1788 1.1788 

1 0 1.3349 1.1780 3.9059 0.9653 1.3679 1.3674 1.1799 1.1801 

 

Before the New-Items imputation, the best setting of the New-Items group is when α is equal to 

the minimum value, 0.1, and γ is equal the maximum value, 0.9 in all datasets as we see in Table 

3.  After imputing New-Items with the average of the source ratings, the New-Items prediction 

improves remarkably for all selected α and γ combinations in all datasets as we see in Table 3. In 

addition, the best setting of CiaoDVD and Epinions New-Items group is α = 1 and γ = 0.  

However, Ciao dataset has the same α and γ best setting of New-Items group before and after the 

imputation.  The best setting of α and γ for other items groups, Cold-Start-Items and Heavy-

Rated-Items, did not change for all datasets and the MAE is almost the same.  

We observe that the best α and γ setting of New-Items group is the same as the item group that 

MaxImputedRatings value within its limits.  For example, each New-Item in CiaoDVD and 

Epinions datasets is imputed with 3 and 5 imputed ratings, respectively, and the best α and γ 

setting of New-Items of both datasets are equal to Cold-Start-Items group best setting.  However, 

the best α and γ setting of New-Items in Ciao dataset is the same as Heavy-Rated-Items because 

each New-Item is imputed with 15 imputing ratings which make them as a Heavy-Rated-Item.  

This explains the reason that the best α and γ setting of Ciao New-Items dataset did not change 

after the imputation.  

As we see in Table 3, the imputation process improves the results and the best α and γ settings are 

different in all the datasets.  After the imputation, Ciao and Epinions datasets rely totally on the 

rating matrix with α = 1 and γ = 0.  In addition, CiaoDVD dataset relies almost on the rating 

matrix with α = 0.9 and γ = 0.1.  The difference between MAE of the item groups with the best α 

and γ setting of the whole dataset and of each item group is moot compared to the none 

imputation case.  Before New-Items imputation, the difference in Epinions dataset between the 

lowest MAE of New-Items and MAE of the same group with the best α and γ setting of the whole 

dataset is the highest, which is 0.2742.  However, after the imputation, Ciao dataset has the most 

difference which is between the lowest MAE of the Heavy-Rated-Items group and the MAE of 

them with the best α and γ setting of the whole dataset, which is 0.0099.  

As a conclusion, using item auxiliary information for imputation, not the NMF process, is a better 

strategy.  

5.4. The Impact of Imputed Rating Value  

In this section, we demonstrate how the value of the imputed ratings and the average of all the 

imputed ratings impact the results. There are two cases to calculate the imputed rating value. The 
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first one is when the imputed rating value is equal to the average of the source ratings. We call 

this case, New-Items Average-Imputation case. In the second case, the imputed rating value is 

equal to the most frequent rating value that appears in the source ratings instead of the average. 

We call this case New-Items Most-Imputation case. The predicted rating is zero when the system 

cannot predict the rating which is called unpredictable ratings. This happens because of the 

impact of the New-Users. After applying NMF, some of the New-Item rows in matrix V are zeros 

even though all New-Items are imputed. For each rating value of New-Items in the test set, we 

consider its MAE as a high value when it is larger than the whole dataset MAE. On the other 

hand, we consider the MAE as a low value when it is equal to or lower than the whole dataset 

MAE.  

Table 4. The average of the imputed ratings with both New-Items imputation cases: Average and Most. 

Dataset Average Most 

CiaoDVD 3.63 4.04 

Ciao 4.10 4.46 

Epinions 3.89 4.3 

 

By applying Average-Imputation case to Ciao dataset, 96.12% of the rating value 4 of New-Items 

in the test set get low MAE which is the highest percentage among all other rating values, as we 

see in Table 6. This is because of the average of the imputed ratings which is 4.10 as shown in 

Table 4. With the second imputation case, the average of the imputed ratings increases up to 4.46. 

The low MAE percentage of rating value 5 for New-Items in the test set increases from 55.41% to 

85.40%, which is the highest percentage among all other rating values as we see in Table 6. On 

the other hand, the low MAE percentage of the rating value 4 declines to 80.77%. Because the 

imputed rating average of both imputation cases is above 4, none of the rating value 1 and 2 MAE 

of New-Items in the test set are low even though there are few 1 and 2 imputing ratings in the 

second imputation case as we see in Table 5. 

Table 5. The percentage and average for each imputed rating value range with both imputation cases: 

Average and Most. 

Rating value 

range 
CiaoDVD Ciao Epinions 

> <= % average % average % average 

New-Item Average-Imputation Case 

0 1 0.00% N/A 0.00% N/A 0.00% N/A 

1 2 0.00% N/A 0.04% 1.52 0.02% 2 

2 3 20.06% 2.74 1.82% 2.67 2.71% 2.89 

3 4 52.55% 3.55 39.32% 3.72 48.74% 3.56 

4 5 27.39% 4.42 58.82% 4.40 48.52% 4.29 

New-Item Most-Imputation Case 

0 1 0.53% 1 0.18% 1 0.19% 1 

1 2 0.34% 2 0.32% 2 1.36% 2 

2 3 24.50% 3 4.29% 3 10.69% 3 

3 4 44.13% 4 44.17% 4 44.14% 4 

4 5 30.51% 5 51.04% 5 43.63% 5 
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Table 6. The percentage of the New-Items rating values in the test set and the percentage of their MAE 

cases (high/low) after the New-Item imputation with both cases: Average and Most. 

Rating 

Value 
Rating % 

Unpredictable 

Rating 

High MAE Low MAE 

Average Most Average Most 

CiaoDVD 

1 4.85% 11.22% 71.42% 84.45% 17.36% 4.34% 

2 8.88% 8.33% 21.25% 44.83% 70.43% 46.84% 

3 18.80% 9.69% 0.80% 6.84% 89.52% 83.48% 

4 33.15% 18.40% 0.06% 0.09% 81.53% 81.50% 

5 34.33% 26.76% 2.22% 1.46% 71.03% 71.78% 

Ciao 

1 3.59% 2.22% 97.78% 97.78% 0.00% 0.00% 

2 4.95% 3.75% 96.25% 96.25% 0.00% 0.00% 

3 12.14% 1.41% 76.57% 89.71% 22.02% 8.88% 

4 31.84% 1.90% 1.97% 17.33% 96.12% 80.77% 

5 48.74% 1.77% 42.83% 12.83% 55.41% 85.40% 

Epinions 

1 4.68% 5.43% 91.82% 92.98% 2.75% 1.59% 

2 7.20% 2.60% 90.70% 92.87% 6.70% 4.53% 

3 17.64% 2.45% 17.66% 38.74% 79.89% 58.81% 

4 33.82% 2.98% 1.61% 1.15% 95.41% 95.87% 

5 36.66% 4.310% 25.55% 13.27% 70.14% 82.43% 

 

The CiaoDVD dataset has the lowest average of the imputed ratings in the first and second 

imputation cases among other datasets, as shown in Table 4. For the first imputation strategy, the 

average of the imputed ratings is 3.63. The rating value 3 of New-Items has the highest 

percentage of the low MAE, then rating value 4 and 5, respectively (Table 6). In addition, some 1 

and 2 rating values of New-Items in the test set have low MAE. With the second imputation 

strategy, the imputed rating average increases up to 4.04 as we see in Table 4. This leads to 

decrease the low MAE percentage of rating values 1, 2, and 3 (Table 6).  However, there is 

almost no improvement in the rating prediction (low MAE percentage) of 4, and 5 rating values 

of the New-Items. This is probably because of several reasons. First, the total number of the 

ratings in the test set in CiaoDVD is much less than other datasets, as we see in Table 1. The 

second reason is the unpredictable ratings is much more than other datasets especially for the high 

rating values: 4 and 5, as we see in Table 6. The third one is the sum of the New-Items high rating 

values (4 and 5) percentage in the test set is the lowest compared to other datasets as we see in 

Table 6. Due to these facts, the increase in the low MAE percentage of the high rating values (4 

and 5) is not notable in this case, even though there is an increase in the average of imputed 

ratings. Although the percentage of imputed ratings with low values (1,2 and 3) in the second 

imputation case are more than in the first imputation case, the percentage of the high MAE of the 

low rating values (1,2 and 3) increase because the average of the imputed ratings increased, too. 

 

The imputed ratings average of Epinions dataset is in between CiaoDVD and Ciao datasets as 

shown in Table 4. With the first imputation case, the highest percentage of the low MAE is for 

rating values 4, then 3 and 5, respectively, where the average of the imputed ratings is 3.89. 

However, the average of the imputed ratings in the second imputation case is 4.30 which raises 

the percentage of the low MAE of rating value 5 up to 82.43% and reduces the percentage of the 
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low MAE of rating value 3 to 58.81%. As we observe in other datasets, there are more imputed 

ratings of low values (1,2 and 3) in the second imputation case than the first one. However, the 

low MAE percentage of the low rating values (1,2 and 3) decreases. 

 
Table 7. The MAE of both New-Items imputation cases: Average and Most when α = 1. 

Dataset  
Imputation 

Case 

All-Items 

MAE 

New-Items 

MAE 

Cold-Start-

Items MAE 

Heavy-Rated-

Items MAE 

CiaoDVD 
Average  1.8660 1.4474 1.7140 2.0036 

Most  1.8700 1.4752 1.7152 2.0038 

Ciao 
Average  0.7723 0.8400 0.8006 0.7586 

Most  0.7720 0.7910 0.8006 0.7585 

Epinions 
Average  1.1780 0.9653 1.3674 1.1800 

Most  1.1796 0.9806 1.3711 1.1807 

 

Table 7 shows the MAE results of both New-Items imputation cases: Average and Most when     

α = 1 and γ = 0. We set MaxImputedRatings of both New-Items imputation cases as is shown in 

Table 2. The results show MAE for the whole dataset and for each item group. Only MAE of 

Ciao dataset is slightly lower with the New-Items Most-Imputation case than the Average-

Imputation case. This is because Caio dataset has the highest percentage of the rating value 5 in 

the test set among other datasets (Table 6). In addition, the most improvement in the prediction in 

the second imputation case is with rating value 5, as we see in Table 6. On the other hand, the 

best MAE for other datasets is New-Items Average-Imputation case. For the New-Items group, 

the results of Epinions and Ciao dataset are better with the second imputation case because the 

strategy improves the prediction for the rating value 5 which reduces the error average. However, 

the results of New-Items group in CiaoDVD dataset did not improve in the second imputation 

case because there is no improvement in the prediction with any rating values as shown in Table 

6.  

 

As a conclusion, the prediction accuracy of the rating values that are close to the average of 

imputed ratings is better than other rating values. In addition, the influence of the imputed rating 

average is more effective than the value of the imputed ratings. Hence, the average of the imputed 

ratings determines which rating values will have high or low MAE compared to the whole dataset 

MAE. Because recommending New-Items to users considers as an advertisement, we think that 

the users that have a high probability to like the New-Item need to have more accurate prediction 

than the users that don’t. Raising the average of the imputed ratings allows the system to predict 

the high rating values more accurately than the low rating values. 

 

5.5. Parameter Study 

 
(a)   (b)   (c)      (d) 

Figure 2. The MAE of New-Item Average-Imputation case with different values of 

 MaxImputedRatings when α = 1. 
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In AuxNew-Item-NMF, the parameter MaxImputedRatings needs to be set.  We run the 

experiment with different total numbers of the imputed ratings for each New-Item. In this 

experiment, we set α = 1 and γ = 0 with New-Item Average-Imputation case. In general, the MAE 

of all three datasets are lower after New-Items imputation than all MAEs of all selected 

combinations α and γ before the imputation regardless of the total number of imputed ratings, 

MaxImputedRatings, as shown in Figure 2(a). 

 

Mostly, adding more imputed ratings, MaxImputedRatings, improves the results of the New-

Itemsgroup prediction results slightly. Nevertheless, adding only one imputed rating to each New-

Item allows the system to recommend New-Items to users and reduces the New-Items MAE 

remarkably compared to none imputation case as we see in Figure 2(b). When all available 

imputed ratings are imputed for each New-Item, CiaoDVD and Ciao MAE are worse. However, 

the result of Epinions dataset slightly improves but requires a long time to impute the rating 

matrix. This demonstrates that adding imputed ratings is not always advantageous because they 

introduce errors to the system at the same time even for New-Items. 

 

As we see in Figure 2(d), the results of Heavy-Rated-Items show that more imputed ratings lead 

to increase the MAE of them. However, there is a difference in the increment ratio of MAE 

between the datasets. Ciao dataset has the lowest New-Items rating percentage in the test set 

among other datasets, as we see in Table 1. For that, the Heavy-Rated-Items MAE did not 

increase with the MaxImputedRatings increment but did increase when all possible imputed 

ratings of New-Items are imputed. On the other hand, the highest percentage of New-Items 

ratings in the test set among other datasets is in CiaoDVD dataset and Heavy-Rated-Items MAE 

increases with each time the MaxImputedRatings is increased as shown in Figure 2(d). The New-

Items rating percentage in the test set of Epinions’s dataset is in the middle of Ciao and 

CiaoDVD. As we see in Figure 2(d), there is an increment in the Heavy-Rated-Items MAE but 

not with each time MaxImputedRatings is increased. Overall, the best of Heavy-Rated-Items 

MAE is without imputation process. 

 

In general, to set MaxImputedRatings parameter, we need to balance between the imputation 

advantage and the imputation error that impacts Heavy-Rated-Items results. Table 2 shows the 

best setting of MaxImputedRatings that improves the rating prediction of New-Items and limits 

the error that may introduce to the other items. As we see from both Tables 1 and 2, there is an 

inverse relationship between the best MaxImputedRatings parameter setting and the percentage of 

New-Items ratings in the test set. CiaoDVD dataset has the most New-Items rating percentage in 

the test set and the lowest MaxImputedRatings. On the other hand, Caio has the lowest New-Items 

ratings percentage in the test set and the highest MaxImputedRatings. 

 

6. CONCLUSION 
 

In this paper, we proposed a method to incorporate item auxiliary information into the Aux-NMF 

using the imputation process. Our results show that the proposed method allows the system to 

recommend New-Items to the users. In addition, using item auxiliary information for imputation, 

not the NMF process, is a better strategy. In addition, increasing the average of imputed ratings 

improves the prediction accuracy of the users that have a high probability to like the New-Item. 

 

As a future work, we want to study the behavior of other items group, i.e., Cold-Start-Items and 

Heavy-Rated-Items with the imputation. In addition, we want to study the factors that affect the 

best setting for each item group. 
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