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ABSTRACT  

 

Opinion mining also known as sentiment analysis, involves customer satisfactory patterns, 

sentiments and attitudes toward entities, products, services and their attributes. With the rapid 

development in the field of Internet, potential customer’s provides a satisfactory level of 

product/service reviews. The high volume of customer reviews were developed for 

product/review through taxonomy-aware processing but, it was difficult to identify the best 

reviews. In this paper, an Associative Regression Decision Rule Mining (ARDRM) technique is 

developed to predict the pattern for service provider and to improve customer satisfaction based 

on the review comments. Associative Regression based Decision Rule Mining performs two-

steps for improving the customer satisfactory level. Initially, the Machine Learning Bayes 

Sentiment Classifier (MLBSC) is used to classify the class labels for each service reviews. After 

that, Regressive factor of the opinion words and Class labels were checked for Association 

between the words by using various probabilistic rules. Based on the probabilistic rules, the 

opinion and sentiments effect on customer reviews, are analyzed to arrive at specific set of 

service preferred by the customers with their review comments. The Associative Regressive 

Decision Rule helps the service provider to take decision on improving the customer satisfactory 

level. The experimental results reveal that the Associative Regression Decision Rule Mining 

(ARDRM) technique improved the performance in terms of true positive rate, Associative 

Regression factor, Regressive Decision Rule Generation time and Review Detection Accuracy of 

similar pattern. 
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1. INTRODUCTION 

 
Recently, novel method enriching semantic knowledge bases for opinion mining in big data 

applications has been evolved.  In Opinion mining, sentiment analysis is very difficult to discover 
like and dislike of people. Hence by learning matrices for words, model can handle unseen word 

compositions.  
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In order to estimate their helpfulness, text mining and predictive modeling techniques toward a 

more complete analysis of the information captured by user-generated online reviews has been 

presented by many researchers. Taxonomy Aware Catalog Integration (TACI) [1] integrated 
products coming from multiple providers by making use of provider taxonomy information 

ensuring scalability that are typical on the web. However, tuning parameters does not update 

unless significant improvement in accuracy to avoid over fitting and it does not use any target or 

source taxonomy during training or application of classifier. 

 

Tweet Analysis for Real-Time Event Detection and Earthquake (TA-RTED) [2] designed a 

classifier based on the keywords in order to improve the earthquake detection extracted through 

tweets. However, the registered location might not be current location of a tweet and it might not 

hold for other events such as traffic jams, accidents, and rainbows. 

Many researchers have published their study of machine learning approach. Machine learning 

approach was developed using naïve Bayes [3] for identifying and distributing healthcare 

information. However, the syntactic rule-based relation extraction systems are complex based on 

additional tools.  

Sara Hajian and Josep Domingo-Ferrer et al., [4] handles discrimination prevention in data 

mining and it also used for direct or indirect discrimination prevention. However, it failed to 

address the data distribution. An efficient algorithm was designed in [5] for detecting the top-k 

totally and partially unsolved sequences. This algorithm also used for reducing the running time 

and improving the accuracy while preserving data quality.  However, it does not increase the 

detection accuracy of similar pattern at a required level. 

Opinion mining analyzed people’s opinions, sentiments, and attitudes toward entities products, 

services, and their attributes. Characterization of event and prediction based on temporal patterns 

are detected using multivariate reconstructed phase space (MRPS) [6] using fuzzy clustering 

unsupervised method. However, the MRPS method provides more difficult event function for 

different applications. 

Intrinsic and extrinsic domain relevance criterion was developed in [7] aimed at improving the 

feasibility and effectiveness of the approach. However, it difficult to detect opinion features, 

including non-noun features, infrequent features, and implicit features collectively. 

Probabilistic Generative Classifiers [8] used two or more classifiers resulting in the improvement 

of similarity measure. However, it does not address the various prior distribution investigations. 

The classification of trajectories on road networks was analyzed in [9] using frequent pattern-

based classification which improves the accuracy.  However, it does not address the pattern-based 

classification. The multi-class sentiment classification using that Extreme Learning Machine 

(ELM) methods were described in [21] for detecting their respective performance in multi-class 

sentiment classification of tweets. However, but it does not increases the classification accuracy 

effectively.     

The contribution of the paper is organized as follows.  Associative Regression Decision Rule 

Mining (ARDRM) technique is presented to predict the pattern for service owner and increasing 
their customer satisfaction based on their review comments. The Machine Learning Bayes 

Sentiment Classifier is subjected in ARDRM technique to classify the class labels for each 

service reviews. By applying the various probabilistic rules, the regressive factor of the opinion 

words and Class labels are verified between the words. This helps to increase the review detection 

accuracy.  

The rest of the paper is organized as follows. Section 2 introduces several data mining models. 

Section 3 introduces our Associative Regression Decision Rule Mining technique based on the 
customer review comments. Section 4 presents the experimental setting and Section 5 presents 

the results of performance evaluation. Finally, the concluding remark is presented in Section 6. 
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2. RELATED WORK 

In [11], a predictive model using three classification algorithms called decision tree, Bayesian 

classifier and back propagation neural network was presented. This model improved the diagnosis 

and prediction of cerebrovascular disease. Another predictive model using gradient-boosted 

regression tree [12] to make prediction aiming at reducing the execution flow. However the 

prediction accuracy did not effectively increase.  

Many research works were conducted to answer top-k queries using Pareto Based Dominant 

Graph (DG) [10] aiming at improving the search efficiency. However, the relationship analysis 

remained unaddressed. Fast Distributed Mining (FDM) algorithm was designed in [13] for mining 

of association rules in horizontally distributed databases in a secured manner aiming at 

minimizing the communication rounds, communication and computational cost. 

With the emergence of social media, web users have opened with a venue for expressing and 

sharing their thoughts and opinions related to different topics and events. Twitter feeds 

classification based on a hybrid approach was presented in [14] to achieve higher accuracy. 

However, this approach does not increase the accuracy at a required level. 

In [15], a unified framework called, HOCTracker presented a novel density-based approach to 

identify hierarchical structure of overlapping communities. Probabilistic neural network and 

general regression neural network (PNN/GRNN) data mining model was planned in [16] for 

detect and preventing the oral cancer at earlier stage and also provides higher accuracy.  

An incremental classification algorithm in [17] with feature space heterogeneity efficiently 

removed the outliers and extracted the relevant features at an early time period. In [18], an 
extensible method to mine experiential patterns from increasing game-logs was designed by 

utilizing the growing patterns.  

An enhanced k-means clustering was applied in [19] to reduce the coefficient of variation and 

execution time using greedy approach for efficient discovery of patterns in health care data. In 

[20], random forest predictions were made using random forest algorithm to display prediction 

uncertainty. However, the true positive rate was not addressed. 

Based on the aforementioned issues such as lack of detection in classification accuracy and 

failure in detecting the specified event in customer reviews, Associative Regression Decision 
Rule Mining (ARDRM) technique is presented.  The ARDRM technique helps the service 

provider for improving the hotel customer satisfactory level at different cities. The detailed 

explanation is presented in forthcoming section. 

3. DESIGN OF ASSOCIATIVE REGRESSION DECISION RULE MINING  

Our technique Associative Regression based Decision Rule Mining is been done in two step 

process. First, the Machine Learning Bayes Sentiment Classification use a base classifier where 

the class labels for each product/service reviews is classified. Then the opinion words and class 

labels are used to obtain the regressive factor using various probabilistic rules to produce a final 

decision on improving the customer satisfaction referred to as the Associative Regression 

Decision Rule model.  These two steps are now discussed in detail. 

Figure 1 shows the workflow of Associative Regression Decision Rule Mining technique. Given 

a domain-dependent review comments (i.e. opinion words) extracted from OpinRank dataset that 

includes the reviews of hotels in 15 different cities, we first extract a list of class labels from the 

Machine Learning Bayes Sentiment Classification via semantic equivalence of sentiments 

classification.  

For each extracted class labels, we estimate its regression factor which represents the statistical 

association between opinion words and class labels. The resultant regressive sequence inferred is 
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then applied with probabilistic rules to arrive at specific set of services preferred by the 

customers. 

 

Figure 1. Workflow of Associative Regression Decision Rule Mining technique 

3.1. Design of Regressive Sequencing Model  

The first step in the design of ARDRM technique is to obtain the class labels generated from 

Machine Learning Bayes Sentiment Classification (MLBSC) techniques. Here the sentiment class 

labels are extracted using Probabilistic Bayes Classifier. In MLBSC, Probabilistic Bayes 

Classifier is applied on the semantic opinion words to evaluate sentiment class label using the 

maximum likelihood estimates (MLE). The MLE of a training list (i.e. bag of words extracted 

from OpinRank dataset) belonging to a specific class are mathematically evaluated as given 

below. 

��� ���
� 	 =  ���
� �� �� �
 ����
��� ���
��
 ����� �� ����� �

����� 
����� �� ����� �
 ����
��� ���
��
 ����� �� ����� �  (1) 

From (1), the maximum likelihood estimates is the ratio of count of semantic opinion words of 

class ‘�’ to the total number of words. Followed by this, the class labels generated from MLBSC 

are subjected to regressive sequencing to infer the sentiments reflected in the customer reviews. 

The regressive sequencing in ARDRM technique is produced with the aid of support and 

confidence value.  

Let us assume that ‘� =  � , �", … , �
’ represents a binary set consisting of opinion words with 

‘ � , �", … , �
 ’ referred to as items. Let us further assume that Transaction ‘ $ ’ (i.e. review 
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comments) is the itemset with ‘$ ∈ �’.  Let ‘&’ be the set containing items in ‘�’ and transaction 

‘ $ ’contains ‘& ’ if ‘& ∈ $ ’, then the support denotes the probability of frequent itemsets' 

occurrence. Smaller value of minsup results in larger number of rules whereas larger value of 

minsup results in smaller number of rules.  

The support of rule ‘& → (’ in the transaction database ‘$)’ is the ratio between the transaction 

number including ‘&’ and ‘(’ in the transaction sets and all the transaction number, which is then 

written as ‘*+& ,& → (-’. 

*+& ,& → (- =  .��� ,./-
0       (2) 

The confidence of the rule ‘& → (’ in the transaction sets is the ratio between the transaction 

number including ‘&’ and ‘(’ and those including ‘&’, which is written as ‘�123 ,& → (-’. 
Therefore,  

�123 ,& → (- =  .��� ,./-
.��� ,.-       (3) 

From (2) and (3), the sentiments reflected in customer reviews are obtained by using support and 

confidence value. This aids in achieving the true positive rate of customer reviews in an extensive 

manner. Once, the support and confidence value for customer reviews are generated, the 

regressive sequencing is designed. In MLBSC, the regressive sequencing model uses two 

variables ‘4 ’ and ‘4"’ where ‘4 ’ represents ‘5�6789’ and ‘4"’ represents ‘5�6:;6<’ to infer 

the sentiments reflected in the customer reviews. The mathematical formulates for ‘4 ’ and ‘4"’ is 

as given below. 

              = =  >? + >  �  
ABC

	 + >"  �  
ACC

	                      (4) 

              = =  >? + >  �  
AB

	 + >"  �  
AC

	                                          (5) 

              = =  >? +  >  ,4 - + >" ,4"-                 (6) 

The regressive factor (i.e. ‘4 ’ and ‘4"’) of the opinion words with class labels are checked for the 

association between the words. This in turn improves the associative regression factor in a 

significant manner. Figure 2 shows the algorithmic description of Regressive Sequencing 

algorithm. 

Input: opinion words ‘� =  � , �", … , �
’, Transaction ‘$’, 

Output: Optimized true positive rate  

Step 1: Begin  

Step 2:            For each Transaction ‘$’ with opinion words ‘�’ 

Step 3:                      Measure the value for support using (2) 

Step 4:                      Measure the value for confidence using (3) 

Step 5:                      Measure ‘5�6789’ and ‘5�6:;6<’ using (6) 

Step 6:             End for 

Step 7: End  

Figure 2. Regressive Sequencing algorithm 

From the above figure 2, the Regressive Sequencing algorithm performs three steps. For each 

transaction, customer reviews obtained from OpinRank dataset that includes hotel reviews is 

given as input. The first step evaluates the support value, followed by the measure of confidence 

value in order to identify the sentiments reflected in customer reviews. Finally, with the objective 
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of improving the associative regression factor, sentiments reflected in customer reviews 

‘5�6789’ and ‘5�6:;6<’ are evaluated to check the association between the words.  

3.2. Design of Associative Regressive Decision Rule   

The second step in the design of ARDRM technique is to construct Associative Regressive 

Decision Rule. Various probabilistic rules are generated for the class objects in the corresponding 

classes with more similar patterns together. Based on the probabilistic rules, the opinion and 

sentiments effect on customer reviews are analyzed to arrive at specific set of services preferred 
by the customers with their review comments. The Associative Regressive Decision Rule helps 

the service providers to take decision on how to improve the hotel customer satisfactory level.  

Next, the frequent itemset generation algorithm is designed to the regressive sequenced dataset 

which is obtained through regressive sequencing model. Redundant regressive rules generated are 

eliminated using redundant regressive decision rule testing.  

3.2.1. Redundant Regressive Decision Rule Testing  

Redundant regressive decision rule testing is performed in ARDRM technique aiming at 

minimizing the regressive decision rule generation time and removes the redundancy involved. 

This is performed through elimination of redundant decision rule through regressive model.  

                            &� , &�,&� . . , &
 → ∑ ,4 , F�, G�-

�H                                                   (7) 

                             First set of QRS�R6:T ,&��- = &� − &�                                      (8) 

                             Second set of variance ,&��- = &� − &�                                    (9) 

From (7), ‘F�’ symbolizes the mean of the target review for the class objects and ‘G�’ symbolizes 

the variance of the target review for the class objects. In (7), the mean and variance are evaluated.  

The variance of the association rules are calculated using (8), (9) where &�, &�,&� are the target 

reviews for class object. If the variance (first set) of the association rule is lower than the variance 

(second set) of the association rule, then redundancy is said to be occurred in the first set. On 

contrary, if the variance (first set) of the association rule is greater than the variance (second set) 

of the association rule, then redundancy is said to be occurred in the second set. By using 

specified threshold value, the redundant rules are eliminated. If the identified redundancy value is 
obtained within the threshold value, the redundant rules are eliminated. The Redundancy value is 

possibly occurred within the thresholding value. This in turn minimizes the regressive decision 

rule generation time.  

3.2.2. Associative Regressive Decision Model 

Once the redundant rules are eliminated using redundant regressive decision rule testing then,  

finally associative regressive decision model is designed to arrive at specific set of service 

preferred by the customers. Building an associative regressive decision model requires selection 

of a smaller, representative set of rules in order to provide an accurate representation of the 

training data.  

The frequent itemset generation algorithm is shown in figure 3 to select the rule in an efficient 

manner by first sorting the rule, and then remove the occurrences covered by the rule. As shown 

in the algorithm, for each itemset, the algorithm starts with the elimination of redundant rule. 

Followed by this rule redundant removal, the occurrence of redundancy is observed and removed 

in specified threshold value. Then rule sorting is performed based on the pair of rules. Finally, 

Associative Regressive Decision model is applied to the generated rules that help the service 
provider to customer satisfactory level.  

Let us consider a pair of rules, ‘\8]T ’ and ‘\8]T"’ where ‘\8]T    ≫  \8]T"’. This implies that 

‘\8]T    ’ has higher preference over ‘\8]T"’ and is formulated as given below. 
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�<,\8]T ≫  \8]T"- → _\) =  \8]T , \8]T"    (8) 

�<,\8]T" ≫  \8]T - → _\) =  \8]T", \8]T     (9) 

Input: mean of the target review for the class objects ‘F�’, variance of the target review for the 

class objects ‘G�’,  first set &��, second set &��, 

Output: Improved customer satisfactory level  

Step 1:  Begin 

Step 2:             For each set &� 

Step 3:                        Perform redundant rule elimination through  

Step 4:                         If G�(&��) < G�  (&��)  

Step 5:                                      Redundancy is found in said to be occurred in (&��- 

Step 6:                          End if 

Step 7:                          If G�(&��) > G� (&��)  

Step 8:                                       Redundancy is found in said to be occurred in (&��- 

Step 9 :                         End if 

Step 10:                        If (  $̀  ≥ STb86bR6:4 QR]8T - 

Step 11:                                 The redundant rule is eliminated  

Step 12:                        End if 

Step 13:             End for 

Step 15:             Perform rule sorting 

Step 16:             If ,\8]T ≫  \8]T"-  

Step 17:                       _\) =  \8]T , \8]T" 

Step 18:             End if 

Step 19:             If ,\8]T" ≫  \8]T - 

Step 20:                       _\) =  \8]T", \8]T   

Step 21:             End if 

Step 22:             Perform Associative regressive decision model using (10) 

Step 23:  End 

Figure 3. Associative regressive decision-based frequent itemset generation algorithm 

On contrary, if ‘\8]T"   ≫  \8]T ’, then ‘\8]T"   ’ has higher preference over ‘\8]T ’. Once the 

sorted rules are obtained, the final step is to design Associative Regressive Decision model. The 
Associative Regressive Decision model is designed in such a way that, the rule has higher support 

value and has lower variance when ‘\8]T ’ and ‘\8]T"’ are applied. Then, the mathematical 

formulates  

,\8]T  , \8]T"- → ,�R=*89 ,\8]T , \8]T"-, ��6cRS ,\8]T , \8]T"-               (10) 

Based on (10), several probabilistic rules are generated for the class objects with more similar 

patterns together and also the rule the service preferred by the customers with their review 

comments. This in turn helps the service providers to take decision on improving the customer 
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satisfactory level, thereby improving the review detection accuracy based on the review 

comments of the customers.  

4. EXPERIMENTAL SETTINGS 

Associative Regression Decision Rule Mining (ARDRM) technique uses JAVA platform with 

WEKA tool to predict a predictive pattern for service owner to improve their customer 

satisfaction based on their review comments. This method is widely used to perform efficient 
predictive pattern mining model with the tests and training samples. Hotel Customer Service 

Reviews (eg: OpinRank Dataset - Reviews from TripAdvisor) is taken to perform the 

experimental work.  The training model for OpinRank dataset includes entire hotel reviews 

situated in 10 different cities (Dubai, Beijing, London, New York, New Delhi, San Francisco, 

Shanghai, Montreal, Last Vegas and Chicago) with the aid of Java platform and with WEKA tool. 

This dataset has been chosen because it gives a clear picture that helps in analyzing the comments 

made by tourists about hotel rooms and food provided. The total number of reviews included in 

OpinRank dataset is 250,000. For experimental purpose, we reviewed using 350 and the extracted 

field includes date of review, review title and full review made by the tourists.  

The performance of Associative Regression Decision Rule Mining (ARDRM) technique is 

compared with Taxonomy-Aware Catalog Integration (TACI) [1], and Tweet Analysis for Real-

Time Event Detection and Earthquake (TA-RTED) [2]. The tests on OpinRank dataset were 

conducted to evaluate four parameters: true positive rate, associative regression factor, regressive 

decision rule generation time and review detection accuracy of similar pattern.   

5. DISCUSSION 

The Associative Regression Decision Rule Mining (ARDRM) technique is compared against the 

existing Taxonomy-Aware Catalog Integration (TACI) [1] and Tweet Analysis for Real-Time 

Event Detection and Earthquake (TA-RTED) [2]. The experimental results using JAVA platform 
with WEKA are compared and analyzed with the aid of graph form as given below.  

5.1. Impact of True positive rate 

The true positive rate is the sentiments correctly identified as belonging to a specific class in 

customer reviews words correctly identified as belonging to a specific class. The true positive rate 

is mathematically formulated as given below. 

$&\ =  �defghiefgd jkllejgmn hoefghpheo qd remkfshfs gk q jmqdd
� 	 ∗ 100                  (11) 

From (11), the true positive rate ‘$&\’ is obtained using the class ‘�’ where each class consists of 

different number of sentiments extracted from user review. It is measured in terms of percentage 

(%). The convergence plot for 7 classes is depicted in table 1 and figure 4. From the figure 4 we 

can note that the proposed ARDRM technique achieved maximum true positive rate on 

sentiments being correctly identified as belonging to a specific class when compared to other 

methods.  

Table 1. Tabulation for true positive rate 

Class (C) True Positive Rate (%) 

ARDRM TACI TA-RTED 

Class 1 84.32 73.15 68.21 

Class 2 88.15 77.12 71.08 

Class 3 91.35 80.32 74.28 

Class 4 85.21 74.18 68.10 

Class 5 87.57 76.54 70.46 

Class 6 89.32 78.29 72.22 

Class 7 92.14 81.11 75.04 
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Figure 4 Measure of true positive rate 

Figure 4 shows the true positive rate on sentiments being correctly identified as belonging to a 

specific class is increased with the application of maximum likelihood estimates when compared 

to the existing methods. The maximum likelihood estimates in ARDRM technique effectively 

constructs sentiment class label for the testing and training data extracted from OpinRank dataset. 

Therefore, the true positive rate is improved by 12.52% compared to TACI [1]. Moreover, by 

evaluating the support and confidence value, probability of frequent itemsets occurrence are made 

in a significant manner. As a result, the true positive rate is increased by 19.21% compared to 
TA-RTED [2].  

5.2. Impact of associative regression factor 

Table 2 shows the associative regression factor using the three methods, ARDRM, TACI [1] and 

TA-RTED [2] respectively. The associative regression factor in table 2 was measured with the aid 

of 7 classes and 35 rules generated from 350 customer review words extracted from the 

OpinRank dataset. 

Table 2 Tabulation for associative regression factor 

METHODS ASSOCIATIVE REGRESSION FACTOR (%) 

ARDRM 81.35 

TACI 74.19 

TA-RTED 65.18 

 

 

Figure 5. Measure of associative regression factor 
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Figure 5 shows the measure of associative regression factor with respect to 350 customer review 

words obtained from OpinRank dataset. The associative regression factor using ARDRM is 

improved when compared to two other methods [1] and [2]. This is due to the application of 
Regressive Sequencing algorithm.  By applying Regressive Sequencing algorithm, the support 

and confidence value are evaluated according to the sentiments reflected in the customer review. 

This in turn improves the associative regression factor using ARDRM by 8.80% compared to 

TACI and 12.14% compared to TA-RTED respectively.  

5.3. Impact of Regressive decision rule generation time 

The regressive decision rule generation time is measured using the number of rules and the time 

to extract single rule. The mathematical formulation for regressive decision rule generation time 

is given as below. 

)\w$ =  ∑ \8]T� ∗ $�5T ,

�H \8]T�-                                                               (12) 

From (12), the execution time ‘)\w$’ is measured using the number of rules ‘\8]T� ’ and 

measured in terms of milliseconds. Lower the regressive decision rule generation time more 

efficient the method is said to be. Convergence characteristics for the measure of Time to extract 

opinions from customer reviews for 35 rules extracted from different customers are considered 

and compared with two other methods and are shown in table 3.  

Table 3. Tabulation for time to extract opinions from reviews 

Number of rules Time to extract opinions from customer reviews (ms) 

ARDRM TACI TA-RTED 

5 1.31 1.68 1.85 

10 2.51 2.81 3.05 

15 3.79 4.02 4.22 

20 4.96 5.26 5.48 

25 5.85 6.15 6.35 

30 6.3 6.60 6.80 

35 8.32 8.62 8.82 

 

 

Figure 6 Measure of Regressive decision rule generation time 

The targeting results of Regressive decision rule generation time for extracting predictive pattern 

using ARDRM technique is compared with two state-of-the-art methods [1], [2] in figure 6 is 

presented for visual comparison based on the number of rules. Our method differs from the FM-

TACI [1] and TA-RTED [2] in that we have incorporated associative regressive decision rule. 

The associative regressive decision rule applies probabilistic rules using the mean and variance 



Computer Science & Information Technology (CS & IT)                                 131 

 

value for performing rule generation. As a result, the Regressive decision rule generation time 

generating decision rules using ARDRM technique is increased by 9.40 to TACI. Furthermore, by 

eliminating the redundant rule, further reduces the time for obtaining the regressive decision rule 
generation by 15.29% compared to TA-RTED. 

5.4. Impact of Review detection accuracy of similar pattern  

The review detection accuracy of similar pattern is the ratio of number of correct review patterns 

to the total number of test cases made. The mathematical formulation of review detection 

accuracy of similar pattern is formulated as given below. 

_ =  �0�.�� ������� ��x��� ������
�
����� 
�.�� ���� ����� 	 ∗ 100     (13) 

From (13), the detection accuracy ‘_’ is measured in a significant manner in terms of percentage 

(%). Higher the detection accuracy more efficient the method is said to be. 

Table 4 Tabulation for review detection accuracy 

Customer review 

words 

Review detection accuracy (%) 

ARDRM TACI TA-RTED 

50 87.53 74.11 68.21 

100 89.31 77.27 71.25 

150 92.14 80.10 74.08 

200 85.14 73.10 67.07 

250 88.21 76.17 70.15 

300 88.15 86.11 80.11 

350 91.35 79.31 73.21 

 

The comparison of customer review detection accuracy is presented in table 4 with respect to 

different customer review words. Depending on the customer review words, the customer review 

detection accuracy either increases or decreases but found to be improved using the proposed 

ARDRM technique.  

 

Figure 7. Measure for review detection accuracy 

To ascertain the performance of customer review detection accuracy, comparison is made with 

two other existing works Taxonomy-Aware Catalog Integration (TACI) [1], and Tweet Analysis 

for Real-Time Event Detection and Earthquake (TA-RTED) [2].  

In figure 7, the customer review words varied between 50 and 300. From the figure it is 

illustrative that the customer review detection accuracy is improved using the proposed ARDRM 

technique when compared to two other existing works. This is because with the application of 
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Associative regressive decision-based frequent itemset generation algorithm, the ARDRM 

technique chooses the rule in a greedy manner by first sorting the rule and detaches the 

occurrences covered by the rule.  

In this way, the customer review detection accuracy is improved using ARDRM by 12.16% when 

compared to TACI [1]. Furthermore, by applying associative regressive decision model when 

applied to the generated rules, with higher support value and lower variance improves the 

customer satisfactory level, therefore improving the review detection accuracy based on their 

review comments of the customers by 18.93% than when compared to TA-RTED [2]. 

5.5. Performance analysis of customer review classification accuracy using proposed 

ARDRM and Extreme Learning Machine  

The result analysis of the proposed Associative Regression Decision Rule Mining (ARDRM) 

method is compared with existing Multi-class Sentiment Classification using Extreme Learning 

Machine (MSC- ELM) [21]. 

 
Figure 8. Measure of review classification accuracy 

Figure 8 illustrates the customer review classification accuracy of proposed ARDRM and existing 
Multi-class Sentiment Classification using Extreme Learning Machine (MSC- ELM).  From the 

figure, the customer review classification accuracy is increased in ARDRM. This is because, the 

Machine Learning Bayes Sentiment Classifier (MLBSC) is applied in ARDRM to classify the 

class labels for each service reviews. Therefore, the classification accuracy is effectively 

increased by 6% in ARDRM method compared to existing Multi-class Sentiment Classification 

using Extreme Learning Machine (MSC- ELM) [21]. 

6. CONCLUSION 

In this work, an effective technique called Associative Regression Decision Rule Mining 

(ARDRM) is presented. The technique improves the review detection accuracy that in turn 

improves the customer satisfaction based on their review comments and associative regression 

factor. The goal of Associative Regression Decision Rule Mining is to improve the true positive 
rate with sentiments correctly identified as belonging to a specific class and therefore to improve 

the associative regression factor using the customer review words extracted from OpinRank 

dataset which significantly contribute to the relevance. To do this, we first designed a Machine 

Learning Bayes Sentiment Classification technique that measures the sentiment class labels based 

on the Maximum Likelihood estimates for OpinRank dataset this helps to increases the 

classification accuracy. Then, based on this measure, we proposed a Regressive Sequencing 

algorithm for improving the association regression factor in an extensive manner. In addition the 

associative regressive decision rule with frequent itemset generation algorithm eliminates the 

redundant rule and therefore reduces the time ot extract opinions reviews and therefore true 

positive rate. Finally, the associative regressive decision model improves the customer review 
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detection accuracy. Extensive experiments were carried out using JAVA and compared with 

existing methods. The results show that ARDRM technique offers better performance with an 

improvement of review detection accuracy by 15.55% and reduces the time taken to extract 
opinions from reviewers by 12.34% compared to TACI and TA-RTED respectively.  
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