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ABSTRACT 

 
The role of digital images is increasing rapidly in mobile devices. They are used in many 

applications including virtual tours, virtual reality, e-commerce etc. Such applications 

synthesize realistic looking novel views of the reference images on mobile devices using the 

techniques like image-based rendering (IBR). However, with this increasing role of digital 

images comes the serious issue of processing large images which requires considerable time. 

Hence, methods to compress these large images are very important. Wavelets are excellent data 

compression tools that can be used with IBR algorithms to generate the novel views of 

compressed image data. This paper proposes a framework that uses wavelet-based warping 

technique to render novel views of compressed images on mobile/ handheld devices. The 

experiments are performed using Android Development Tools (ADT) which shows the proposed 

framework gives better results for large images in terms of rendering time. 
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1. INTRODUCTION 
 

For mobile devices with limited screen size, processing of large images takes considerable 

amount of time. This is where compression techniques come into act. Various compression 

techniques have been available, but in the past few years, wavelets have shown to be more 

efficient than many other methods [1]. The power of wavelets is Multi-Resolution Analysis 

(MRA) which allows representing different levels of detail of images. The Haar wavelet [2] is one 

of the simplest wavelet transforms which can be used to transform large images into considerably 

smaller representations that then can be processed on mobile/ handheld devices at higher speeds. 

This paper proposes a framework to render novel views of compressed images using Haar 

wavelet based 3D warping technique on mobile devices. Such a framework is particularly useful 

in visualization of large images on mobile/ handheld devices at interactive rates. The paper is 

organized as follows: Section 2 gives an overview of Haar wavelet transformation for lossy image 

compression; Section 3 explores the image-based 3D image warping technique; Section 4 

describes the implementation of the proposed framework for mobile devices using Android 

Development Tools (ADT); Section 5 provides the experimental results and performance 

comparison; and Section 6 presents the conclusion. 
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2. HAAR WAVELET TRANSFORM FOR IMAGE COMPRESSION 
 

Although wavelets have their roots in approximation theory and signal processing, they have 

recently been applied to many problems in computer graphics like image editing, image 

compression, animation, global illumination etc [3]. Over the past few years, various wavelet-

based image compression schemes like Discrete Cosine Transform (DCT) [4], Haar transform [2], 

Daubechies transform [5] [6] etc. are available, each having their own representation and 

optimization procedures. Among these techniques, the Haar transform is one that has been mainly 

used due to its low computing requirements.  

 

An image is a matrix of pixel (or intensity) values; therefore, it can be thought of as two 

dimensional signals, which change horizontally and vertically. Thus, 2D haar wavelet analysis is 

performed on images using the concepts of filters. Filters of different cut-off frequencies analyze 

the image at different scales. Resolution is changed by filtering, the scale is changed by up-

sampling and down-sampling. First horizontal filtering decomposes the image into two parts, an 

approximation part (low frequency) and a detail part (high frequency). Then vertical filtering 

divides the image information into approximation sub-image, which shows the general trend of 

pixel values; and three detail sub-images, which show the horizontal, vertical and diagonal details 

or changes in the image. At each level, four sub-images are obtained. Fig. 1 shows haar wavelet 

transform that divides N x N image into 4 sub-images. Each piece has dimension (N/2) x (N/2) 

and is called Approximation (represented by LL), Horizontal details (represented by HL), Vertical 

details (represented by LH) and Diagonal details (represented by HH) respectively. To get the 

next level of decomposition, haar wavelet transform is applied to the approximation sub-image. 

 

 

 

 

 

 

Figure 1. Haar wavelet transform of an image 

 

To get a better idea about the implementation of this wavelet in image compression, consider a 

512 x 512 pixels grayscale image of the woman (elaine_512.gif) as shown in Fig. 2. By applying 

the Haar wavelet transform we can represent this image in terms of a low-resolution image and a 

set of detail coefficients (Fig. 2). The detail coefficients can be used for the reconstruction of the 

original image. 

 

Figure 2. Haar wavelet transform on grayscale image 
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In computer graphics, we can use the averaging and differencing technique as the application of 

Haar wavelet to compress the image. The low-pass (average) filter and high-pass (difference) 

filter are defined as: 

 

( ) / 2 ( ) / 2A a b and D a b= + = −    (1) 

where a and b are pixel values of the image. Taking one row at a time, first apply averaging and 

differencing technique for each pair of pixel values. After treating all rows, apply the same 

procedure for each column of the image matrix. This produces a matrix containing approximation 

part (storing the general trend of the image) and detail part (containing most values close to zero). 

For example, consider the upper left 8 x 8 section of grayscale image in Fig. 2. Fig. 3 shows the 

resultant matrix by applying averaging and differencing procedure on this matrix.  
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Figure 3. Haar wavelet transform on image matrix 

 

In images, low frequency (changing slowly over the image) information is usually a lot more than 

high frequency (quickly changing) information. Due to this, most of the values resulting from the 

high-pass filter are close to 0. The more of these values which are close to 0, the more affectively 

the image can be compressed. 

 

Grayscale image consists of a single matrix, but for RGB images, there are 3 matrices of same 

size to represent three colors: red, blue and green. Therefore, we apply Haar wavelet transform on 

3 different matrices separately. Fig. 4 shows the approximation part of 512 x512 pixels RGB 

image (Lena.bmp) after applying one level Haar wavelet transform which is close to original 

image. 

  

Original Image (512 x 512) Compressed Image (256 x 256) 

  

Figure 4. Haar wavelet transform to compress RGB image 
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3. 3D IMAGE WARPING 
 

3D image warping is an image-based rendering (IBR) algorithm that allows a 2D reference image 

to be viewed from a different view position and/ or orientation [7]. The reference image contains 

color information as well as depth information for each pixel. The processing required for IBR is 

independent of scene complexity but instead dependent on screen resolution. As such it is 

especially suited for rendering on low-end mobile devices with small screen size. The central 

computational component of 3D image warping technique is a mapping function, which maps 

pixels in the reference images to their coordinates in the target image according to the following 

equation: 

 
1 1

r( ) ( ) Pd r d r d d rx x P C C P xδ
− −

= − +
  (2) 

where xd is the result of mapping of the point xr on reference image to the desired image, whose 

centers of projection are Cr and Cd respectively. (Cr – Cd) is a vector between the two centers of 

projection. Pr and Pd represent the pinhole camera viewing matrices for reference and desired 

image respectively. Pd is computed each time the user changes orientation or position of camera 

to generate a novel view of the reference image. The quantity δ(xr) is called the generalized 

disparity for point xr which is inversely proportional to the depth. 3D warping requires that this 

value to be known for all points in the reference image. 

 

Mapping using 3D Warping equation is not one-to-one. Therefore we must resolve visibility. 

McMillan describes such an algorithm to calculate a reference image traversal order that ensures 

correct visibility processing using epipolar geometry [8]. The algorithm is based on epipolar point 

which is the projection of the viewpoint of a novel view onto the reference image. This epipole 

divides the reference image’s domain into sheets. The warping order for each sheet can be 

determined using the type of epipolar point (positive or negative). If the epipole is positive, then 

the traversal must move from the edge of the image towards the epipole. Otherwise for negative 

epipole, the traversal must move from the epipole towards the edge of the image. 

 

4. PROPOSED FRAMEWORK FOR MOBILE DEVICES 
 

In this section, we propose a framework that uses wavelet-based warping technique to render 

novel views of large images on mobile/ handheld devices. The proposed framework is based on 

3D image warping technique. Further, it makes use of restructured warping order cases and scan 

line coherency proposed by Walia and Verma [9] and Haar wavelet transform to decompose large 

images. For a level-one transform, this creates four sub images (one approximation and three 

details). However, we ignore the three detail images and simply warp the approximation image. 

This reduces image size to one half to its original size along the width as well as height. Similarly, 

the depth image is also reduced to one half to its original size along the width as well as height by 

using the Haar wavelet transform. This results in making the mapping from reference image to 

desired image efficient while generating the novel views, as the rendering time of the warping 

technique is directly proportional to the image size rather than image complexity. In mobile/ 

handheld devices where hardware resources are limited, this improves the interactivity and 

performance. Fig. 5 shows the flowchart of the proposed framework. 

 

Fig. 6 summarizes the algorithm of the proposed framework for mobile devices. The input for this 

framework is reference and disparity image of size N*N with camera parameters (like center of 

projection for reference view Cr, center of projection for desired view Cd, and Projection Matrix 

P).  The output for this framework is a novel view of the compressed reference image. The novel 

view is then rendered on the mobile screen. The proposed framework is implemented using 

Android Development Tools (ADT) version 22.3; which can run on any mobile device that runs 
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on Android OS. User can navigate through the touch screen of the mobile device to change the 

orientation and position of the camera. Whenever the user performs the navigation, the new 

values for the camera parameters are computed and the procedure to render the new view is 

started. The user can also perform zoom-in, zoom-out and reset operations or to change the 

reference image itself through the DPAD buttons on the mobile device. 

 

Algorithm: Wavelet-based warping framework for mobile devices using ADT. 

Input: Reference image, Disparity image, Camera parameters (Cr, Cd, P etc.).  

Output: Novel views of compressed reference image.  

begin 

1: Read Reference Image, IR together with its Disparity Image, ID and corresponding 

 camera  parameters such as Cr, Cd, P etc. 

2: Invoke Haar(IR) to decompose reference image into 4 sub-images. 

3: Invoke Haar(ID) to decompose disparity image into 4 sub-images. 

4: Take the approximation part and reject the detail parts of reference and disparity 

 images. 

5: Determine the epipolar point which divides the compressed reference image into 

sheets. 

6: Render sheets using epipolar geometry to generate the novel view. 

7: User can use DPAD buttons on the mobile device to perform zoom-in, zoom-out 

 and reset operations or to change the reference image itself. Goto step 2.  

8: Whenever the user performs the navigation through the touch screen, new values for 

the  camera parameters are computed and goto step 2. 

End 

 

(a) 

 

Figure 5. Flowchart of Proposed Framework 
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Procedure: Haar(Image I) 

begin 

1: Separate RGB components of the image

2: Invoke HWT(R) to perform Haar Wavelet Transform on RED 

 image. 

3: Invoke HWT(G) to perform Haar Wavelet Transform on GREEN component of the 

 image.  

4: Invoke HWT(B) to perform Haar Wavelet Transform on BLUE component of the 

 image. 

5: Combine RGB components of the image.

end 

Procedure: HWT(Image Component Matrix

begin 

1: For each row in the image matrix:

a) Find the average of each pair of values.

b) Find the difference of each pair of values.

c) Fill the first half with averages.

d) Fill the second half with differences.

e) Select the first half and repeat the process until it has one 

2: For each column in the image matrix:

a) Find the average of each pair of values.

b) Find the difference of each pair of values.

c) Fill the first half with averages.

d) Fill the second half with differences.

e) Select the first half and repeat the process unt

3:  This produces the updated image matrix containing approximation and detail parts.

end 

Figure 6. Proposed Framework (a) Complete algorithm (b) P

 

5. EXPERIMENTAL RESULTS

The proposed framework has been implemented using 

(update 21) and Android Development Tools (

conducted using Android Virtual Device (AVD) 

Core(TM) i5 CPU and 4.0 GB RAM. 

been used in our experiments. Fig. 7

(having depth information). 

 
 

 
 

Image1 (512 x 512 pixels) 

Figure 7
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Separate RGB components of the image I. 

to perform Haar Wavelet Transform on RED component of the 

to perform Haar Wavelet Transform on GREEN component of the 

to perform Haar Wavelet Transform on BLUE component of the 

Combine RGB components of the image. 

(b) 

Image Component Matrix) 

each row in the image matrix: 

Find the average of each pair of values. 

Find the difference of each pair of values. 

Fill the first half with averages. 

Fill the second half with differences. 

Select the first half and repeat the process until it has one element.

For each column in the image matrix: 

Find the average of each pair of values. 

Find the difference of each pair of values. 

Fill the first half with averages. 

Fill the second half with differences. 

Select the first half and repeat the process until it has one element.

This produces the updated image matrix containing approximation and detail parts.

(c) 
 

ramework (a) Complete algorithm (b) Procedure Haar (c) Procedure HWT

ESULTS AND DISCUSSION 

The proposed framework has been implemented using Java Platform Standard Edition 1.6 

(update 21) and Android Development Tools (ADT) version 22.3. The experiments have been 

Android Virtual Device (AVD) emulator on a machine having 2.5 GHz Intel(R) 

Core(TM) i5 CPU and 4.0 GB RAM. A set of images taken from a dataset of images 

used in our experiments. Fig. 7 shows a subset of images along with their gray scale images 

    

Image2 (512 x 512 pixels) Image3 (512 x 512
 

Figure 7. Images (with their depth information) 
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element. 
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This produces the updated image matrix containing approximation and detail parts. 

rocedure HWT 

tandard Edition 1.6 

xperiments have been 

on a machine having 2.5 GHz Intel(R) 

A set of images taken from a dataset of images [10] has 

of images along with their gray scale images 

 

512 pixels) 
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In the setup discussed above, experiments have been conducted to evaluate the performance of 

proposed framework in Android environment on a set of images shown in Fig. 7. The ADT can 

be used to define AVD (Android Virtual Device) emulators that enable us to simulate the mobile 

environment on a PC. Fig. 8 shows the output of the proposed rendering framework in the AVD 

emulator having screen size 3.2” with 512 MB RAM. 

 

 
Figure 8. Rendering using proposed framework in AVD emulator 

 

Table 1 gives the rendering times (in milliseconds) of the different images using the proposed 

framework and its comparison with the warping framework proposed by [9] using ADT. The 

experimental results show that the proposed framework gives better results for compressed 

images in terms of rendering time. Further as shown in Fig. 8, the compressed rebuilt image is 

close to the original image. 

 
Table 1. Rendering time comparison of images shown in Fig. 6 

 

Images Rendering time using warping 

framework [9] (in ms) 

Rendering time using wavelet-

based warping framework (in ms) 

Image1 3490 2278 

Image2 3454 2293 

Image3 3462 2232 

 

6. CONCLUSION 
 
In this paper we propose a wavelet-based warping framework to render novel views of a reference 

image on mobile devices. By applying the Haar wavelet transform we represent the reference and 

disparity images in terms of low-resolution images and a set of detail coefficients. By ignoring the 

detail coefficients and simply warping the approximation image we get the novel view of the 

reference image. As the rendering time of the warping technique is directly proportional to the 

image size rather than image complexity, this improves the rendering time. The framework is 

implemented with Android Development Tools (ADT) and its performance is evaluated. The 

experimental results show the proposed framework gives better results for compressed images in 

terms of rendering time. Further, the compressed rebuilt image is close to the original image. 
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