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ABSTRACT 

 
Discriminative filtering is a pattern recognition technique which aim maximize the energy of 

output signal when a pattern is found. Looking improve the performance of filter response, was 

incorporated the principal component analysis in discriminative filters design. In this work, we 

investigate the influence of the quantity of principal components in the performance of 

discriminative filtering applied to a facial fiducial point detection system. We show that quantity 

of principal components directly affects the performance of the system, both in relation of true 

and false positives rate. 
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1. INTRODUCTION 
 
Facial fiducial points detection can be understood as a pattern recognition problem. Currently, 

there are several approaches that attempt to solve this problem. In general, these approaches 

propose a system for fiducial points detection and try to solve the problem via pattern recognition 

techniques. Some of these systems can be viewed in [1], [3], [4], [5], [6]. 

 

The papers published in [2], [7] proposes a pattern recognition technique that uses linear filtering 

and can be applied to fiducial points detection. Recently, a robust filter was design to fiducial 

points detection [1]. Those filters, called Discriminative Filters with Principal Component 

Analysis (FD-PCA), are designed using the theory of principal component analysis [10]. In this 

approach, the filters are designed to detect the principal components of higher variance associated 

with patterns of interest. In a facial fiducial points detection system, the quantity of principal 

components used directly impacts the system performance. 

 

In this paper, we propose investigate the influence of the quantity of principal components in the 

performance of a facial fiducial points detection system. The experimental procedure is performed 
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using 11 fiducial points from a subset of 503 images from the BioID database [15]. From the 

results obtained, we can determine the number of principal components thats make satisfactory 

the system performance, using as criterion for evaluating the true positives (TP) and false 

positives (FP) rate. 

 

This paper as organized as follows: Section II presents a review of concepts associated of 

discriminative filtering with principal component analysis. Section III presents the proposal of 

this work, constituted by the facial fiducial points detection system and experiments and results. 

And finally, the conclusions are commented in Section IV. 

 

2. DISCRIMINATIVE FILTERING WITH PRINCIPAL COMPONENT ANALYSIS 

 
2.1. Discriminative Filtering 

 
The goal in discriminative filtering method is design an optimal linear filter Θ which detects a 

pattern of interest U existing in an evaluation signal G. An important feature of this method is the 

fact that it uses signal filtering for detection. The metric used to evaluate the signal C is the 

DSNR2 expressed by: 

 

 
 

In [7], the authors propose a closed-form solution using an impulse restoration approach, which 

can be obtained as follows: given an array g(m, n) which contains the pattern of interest u(m − m0 

, n − n0 ) located at position (m0 , n0 ), and other signals that can be interpreted as an additive 

noise b(m, n). Thus, we have: 
 

 
 

Developing the Equation (2) and using the matrix notation, we can find the formulation of the 

impulse restoration problem as follows: given the signal g and an array F with dimensions N ×N, 

we must to find the best linear estimative of the vector δ̂  = Ag. Considering the case where the 

noise b is gaussian, with zero mean and covariance matrix equal to bC
N

1
1NC b with dimensions 

N × N, the vector δ̂  shall be expressed by: 

 

 
 

where the superscript 
T 

is the Hermitian. The discriminative filter Θ can be obtained by inspection 

of the linear estimator A [7]. 

 

2.2. Discriminative Filtering with Principal Components Analysis 

 
In [1], the authors suggested the design of robust discriminative filters. In this approach, the 

discriminative filters are designed using principal components [10] of the set of matrices formed 

by occurrences of the pattern of interest. Mathematically, we can obtain the discriminative filters 
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as follows: suppose a random variable UNx1 with M realizations equal to the vectors u1, ... , uM . 

The principal components Φ = [ϕ1, ..., ϕN] and their eigenvalues λ1 , ..., λN can be obtained using 

the solution of the eigenvalues problem [10] described below: 

 

 
 

where ΣU is the covariance matrix from U. 

 

 

The two-dimensional discriminative filters Θϕ1, …, ΘϕS are designed for S principal components 

ϕ1, ..., ϕS with associated eigenvalues λ1, ..., λS , according the Equation (3). Thus, the equation of 

the estimator is given by: 

 

 

 

Finally, the authors interpret Cbi how an orthogonal subspace from the principal component of 

interest. In this case, the covariance matrix Cbi associated with ϕi can be written as: 
 

 
 

where ψ j are constants that indicate the statistical noise, and Fϕj is the circular matrix by blocks 

obtained from the component ϕj . 

 

3. EXPERIMENTS AND RESULTS 
 

3.1. Facial Fiducial Points Detection System 

 
The performance evaluation of robust discriminative filters was performed using a supervised 

facial fiducial points detection system. This system has two stages: training and test (Figures 1 

and 2). In both cases, we have a pre-processing block for the images. This block has the 

configuration presented in [1]: a Viola-Jones face detector [11], a scaling block to 220 × 220 

resolution, an illumination correction block [12] and a Gaussian Prior Model [1]. 

 

 

Figure 1. Training procedure of the fiducial points detection system. 
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Figure 2. Training procedure of the fiducial points detection system. 

 

The training procedure (Figure 1) can be described as follows: first, we perform a pre-processing 

at the image. Then, the S discriminative filters Θϕi will be designed for each of the principal 

components. Through a sliding window, each Bz block belonging to the elliptical region of 

interest is filtering by all S filters Θϕi, generating S matrices Cϕi (Bz). Using the Equation (1) we 

obtain the DSNR2 values of the matrices Cϕi (Bz). So, each block Bz has a DSNR2 associated 

vector named dBz with dimensions 1 × S. The vectors dBz will be used for training of the AdaBoost 

classifier using the GML AdaBoost toolbox [14]. The output of the training stage consist of Θϕi 

filters, the AdaBoost classifier and the mean block of the patterns of interest, called µU . 
 

The test procedure, presented at Figure 2, can be described by: first, the input image is pre-

processed. Then, using a sliding window, we process each Bz. block. The matrices Cϕi (Bz). are 

obtained by filtering between Bz, subtracting by µU  and each of the S filters Θϕi. After, we 

calculate the DSNR2 for each Cϕi (Bz), resulting in a DSNR2 associated vector named dBz. The 

AdaBoost classifier will categorized dBz as positive (the center of Bz is the fiducial point) or 

negative (the center of Bz isn’t the fiducial point). 

 

3.2. Experiments and Results 

 
To evaluate the effect of the quantity of principal components in the facial fiducial points 

detection system which uses discriminative filters, we use a total of 11 fiducial points and a subset 

of 503 images from the BioID database [15]. The fiducial points and your numeration are 

presented at the Figure 3. In all experiments, we use cross-validation with 7 folds [13]. We used 

6/7 of the total images and use in the training step and 1/7 for the test step. For this experiment, 

we varied the quantity of principal components (S) used in the proposed system as follows: S = 

[8, 13, 23, 33, 43, 53, 63, 73, 83, 93, 100]. 

 

The system’s performance is measured using the intraocular distance. This distance, designated 

od
~

, is obtained as follows: 

 

where:  corresponds to the coordinates of the manual label from the left pupil and  are the 

coordinates of the manual label from the right pupil. For validation, we use the true and false 

positive rates, presented in [1]. We consider a candidate of fiducial point any mark which have 

distance from the manual fiducial point less then 10% od
~

. 
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Figures 4 to 9 show the results obtained as a function of the quantity of principal components for 

fiducial points 0, 1, 2, 6, 7 and 9. The blue curves relate the true positives rate and the red curve 

relating the false positives rate. Due to the symmetry of the face, we present only the curves of 

the fiducial points located at the left side of the face. For comparison, the best results are 

summarized in Table I. In this table, we compared the best results of our proposed method with 

the state-of-art method Support Vector Machines. To perform this comparison, we performed the 

experiments using two approaches: the linear SVM (SVM-L) and polynomial SVM (SVM-P) [8], 

[9]. 

 

 

Figure 3.Fiducial points used in the experiments. 

 

 

Figure 4. TP and FP curves for fiducial point 00. 
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Figure 5. TP and FP curves for fiducial point 01. 

 

Figure 6. TP and FP curves for fiducial point 02. 
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Figure 7. TP and FP curves for fiducial point 06. 

 

 

Figure 8. TP and FP curves for fiducial point 07. 



8 Computer Science & Information Technology (CS & IT) 

 

 

Figure 9. TP and FP curves for fiducial point 09. 

 

From the curves presented at Figures 4 to 9, we can conclude that increasing the quantity of 

principal components used improves the system performance. In relation to Table I, we find that 

proposed method is better than SVM-L at the fiducial points 0 and 2. We also observed that for 

the most of points, our method is slightly lower than SVM-L and SVM-P in terms of true 

positives rate and superior in terms of false positives rate. 

 
Table I. Results obtained to 11 fiducial points from BioID database. 

 

 

4. CONCLUSION 
 

In this work we investigated the influence of the quantity of principal components in the 

performance of a facial fiducial points detection system. We performed the experiments in the 

BioID database, using cross-validation, splitting the total of images in two segments: training set 

(6/7 of total) and test set (1/7 of total). In this experiment, we varied the quantity of principal 

components and studied the influence of this quantity of components in the system performance, 

using as criteria the true and false positives rate. The results showed that quantity of principal 

components used determine the system performance. A low number of components will generate 

underperforming systems. We also observed that as of 43 components we obtain systems with 
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good performance and from 73 components the false positives rate stabilizes. Finally, we 

conclude that the proposed method can compete with the state-of-art method SVM. 
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