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ABSTRACT 

 
Image-processing is one the challenging issue in robotic as well as electrical engineering 

research contexts. This study proposes a system for extract and tracking objects by a 

quadcopter’s flying robot and how to extract the human body. It is observed in image taken 

from real-time camera that is embedded bottom of the quadcopter, there is a variance in human 

behaviour being tracked or recorded such as position and, size, of the human. In the regard, the 

paper tries to investigate an image-processing method for tracking humans’ body, concurrently. 

For this process, an extraction method, which defines features to distinguish a human body, is 

proposed. The proposed method creates a virtual shape of bodies for recognizing the body of 

humans, also, generate an extractor according to its edge information. This method shows 

better performance in term of precision as well as speed experimentally.  

 

KEYWORDS 

 
Image processing, Human detection, Tracking, Quadcopter, Flying robot 

 

 

1. INTRODUCTION 

 
Quadcopter, also known as quadrotor, is a helicopter with four rotors. The rotors are directed 

upwards and they are placed in a square configuration with equal distance from the center of mass 

of the quadcopter. The quadcopter is controlled by adjusting the angular velocities of the rotors 

which are spun by electric motors. Quadcopter is a usual design for small unmanned aerial 

vehicles (UAV) because of the simple structure. This robot has been used in supervision, search 

and rescue, construction inspections and several other applications [1, 2, 3].  

 

Regarding their complicate structure, the quadcopter is these days taken into consideration by 

many of the robotics researches and its complication causes special abilities which can be used in 

broad range of usages [4,5].Quadcopter unmanned aerial vehicles (UAV) are used for supervision 

and reconnaissance by military and law enforcement agencies, as well as search and rescue 

missions in urban environments, which is a small UAV that can quietly hover in place and use 

camera to tracking people on the ground.  

 

Recently, many studies are being done for providing a proper detecting method which can track 

the persons in different situations with high efficiency. Although, several studies have been done 

for detect and tracking human either from a fixed camera station or from a camera which has 
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motion, there is limited contributions for real-time human track and/ or detect from camera which 

is installed on a real quadcopter. The main modules which are vital for image processing using a 

quadcopter are; wireless virtual interfaces, low bandwidth video compression [2]. Having had a 

constant altitude is also important for capturing high quality image [3].Quadcopter which was 

shown in Figure 1 is an outdoor testbed for testing.  

 

The aim of this research is developing a real-time system for detect as well as tracking of the 

humans by a quadcopter. In this regards we applied edge detection approach. The system is under 

implementation experimentally. The main object of this work was employing quadcopter as a 

safety and security robot at the wide range areas.   

 

 
 

Figure 1. Experimental mini quadcopter 

 

2. RELATED WORKS 

 
2.1. Quadcopter dynamic model 

 
Quadcopter flying robot is controlled by changeable the angular speed of each motor. It has for 

rotors arranged in cross shape. The front and back rotors are rotating counter clockwise direction 

and the left and right rotors are rotating clockwise side [6] which was shown in Figure 2 which is 

whole rotating structure of rotors in a quadcopter. 

 
 

Figure 2. Whole structure of rotation of rotors in quadcopter 

 

The flying robot considered in this work is classified as a mini flying robot with limited weight to 

less than 1 kg. Integration of a homemade flying robot with altitude controlling system [3] and a 

small camera are required in order to have an adequate embedded image-processing platform. 

The prototype built to test the image processing feedback with detail is shown in Figure 3 
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Figure 3. Structure of home-made quadcopters 

 

The control of quadcopter is applied PID controller, that the coefficients of which was improved 

by genetic algorithm [3], which is implemented on AVR microcontroller. The performance of the 

overall system is valuated in real-time experiments. Also we embedded a small CMOS camera 

module with photographic array 320*240 (see Figure 4) for implementing image processing, and 

wireless sensor module (see Figure 5) to have transferring data between quadcopter and Server. 

 

 
 

Figure 4. CMOS camera module 

 

 
 

Figure 5. Wireless sensor module 

 

 

2.2. Image-processing in quadcopter 

 
Human detection systems consist of body extraction and classification. To the best of our 

knowledge, most of the human detection algorithms are different in feature extraction while they 

usually use classical tracking such as support vector machines [7-11] and Adaboost [12-14]. Also 

body extraction system by flying robot, such a quadcopters, is still a hot topic and open subject 

for human detection. 
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Although there are many algorithms for image processing are developed based on human 

detection, such as;  HOG and LBP [15], Haar wavelets and EOH [16], region covariance matrix 

[17-18], partial least squares [19], edge detection[1], stereo vision [20-23], monocular vision 

[22],[25], sonar and vision [28], laser and vision [24], and thermal vision [26-29], but we couldn’t 

find any work about human body detection by microcontrollers for quadcopter, and at this paper 

the edge detection algorithm is employed  for detecting human body by quadcopter.  

 

Detection human in real-life environment is a challenging subject, mostly because of some 

variables are changeable such as condition, background, and human body. In fact, human body is 

a complex object with several degrees of freedom, whose body formation can change greatly onto 

a 2D image. Thus, the problem of a human body using standard CMOS camera that embedded in 

bottom of quadcopter. 

 

3. HUMAN DETECTION METHODS ON QUADCOPTER 

 
3.1. System Overview 

 
A typical object tracking system extract any movements, recognizes an object from the movement 

and applies geometric algorithms to check whether the object is a human. The extraction of 

human body could be used instead for fixing altitude of quadcopter but it requires normalization. 

A histogram geometric algorithm performs precise extraction, and at its final stage, a geometric 

algorithm is applied to detect human body within small object area and send a message to server 

include of detecting some humans. Figure 5 presents the diagram of the proposed system. 

 

 
 

Figure 6. Block diagram of human detection in quadcopter 

 

The main module can be grouped in two categories, human body detection and decision making 

with the main micro controller for making order to fix altitude of quadcopter and send signals to 

the wireless sensor module.  
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First, camera take image and using with encoder, to convert data in binary format, human body 

detector micro controller are used in order to filling dataset. Then the information contained in 

these sets in integrated and analyzed using edge detector. This module performs the key task of 

the detection of human body. Among other tasks, control for fixing altitude of quadcopter is 

provided. Table 1 list the sub modules and methods used in each module. The main modules are 

detailed in sections below.  

 

Figure 7 presents an example of the output of some modules. It is important to note human body 

detector module work on gray-scale images. 

 
Table 1. List of modules and methods 

 
Module name Sub module Output Method 

Encoding - Binary  data  of 

images 

 

Dynamic programming 

Human  body 

detector 

Geometric histogram 

 

Edge detector 

 

Human Object 

 

Tracking  human 

bodies 

Pattern machine 

  

Medina  filter and 

morphology operation 

[1] 

 

Main  micro 

controller 

- -  Signal for fixing    

altitude of  

quadcopter 

-  Signal for wireless 

sensor module 

 

Dynamic programming 

Altitude control of 

quadcopter 

- Feedback signal for 

ever signal has been 

received from main 

microcontroller 

 

Neural fuzzy 

Genetic algorithm [3] 

Wireless sensor 

module 

- Send  signal 

including detecting 

persons 

 

Dynamic programming 

 

 
 

Figure 7. Example of human body detection via edge detection method 

3.2. Encoding 

 
The encoding module converts an image, which has been received from camera, to binary image 

format. We convert this job by using dynamic programming in the modules. A binary image is a 
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digital image that has only two possible values for each pixel. Numerically, the values are often 0 

for black and either 1 or 255 for white.  

 

3.3. Human body detector 

 
The geometric histogram is a based on a histogram of human body models is created in the 

horizontal and the vertical directions. To implement this, geometrical objects are transformed to a 

simple binary image in order to diagnose human body objects via pattern machine [1]. The 

geometrical objects are used for human body detection.  

 

Histograms are collected via the human body objects and the similarity of histograms is 

evaluated. The similarity is supplied using the Euclidian distance. To distinguish the human body 

object from other objects, accumulated histograms are calculated as: 

 

)(( 31 PP HHselectSimilarity ≈     (1) 

 

The proposed of the algorithm to detect human body is provided between binary image and 

updated binary image. Given that stored dataset are composed of many geometric histograms. For 

each histogram is taken to be a vector then degree of match between model feature Mj and image 

feature I is accumulated as: 

 ∑
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This is performed for each pixel of binary image and updated binary image to achieve degree of 

vectors. 

 

When geometric histogram is done for the binary image, media filter and morphology operation 

should be implemented to detecting edges in the binary image. 

 

The edge detector is to detect the area in binary image which a person stands and the body of that 

person, the system extracts body edge shapes to track the object. For the detection, median filter 

and morphology operation are applied from gray-scale differential images to remove noise while 

detecting the objects. 

 

The median filter is an effective method that can overturn isolated noise without blurring sharp 

edge. Specially, the median filter replaces a pixel by the median of all pixels in the 

neighbourhood. This method is defined by: 

 

}),(],,[{],[ wjijixmeddiannmy ∈=     (3) 

 

Where w represents a neighbourhood centered on location (m, n) in the binary image. 

 

The morphology operation converts a binary image into an image where every foreground pixel 

has a value corresponding to the minimum distance from the background. The algorithm is 

applied the Euclidean distance metric to transform the image. Firstly, for 2D Images, the 

algorithm determines the image resolution in X and Y directions. Then it is identified all edges 

pixels. And finally, it is created a distance metric, where each pixel of the metric is related with a 

matching area of the binary image. Each pixel is assigned a calculated distance value matching to 

the Euclidean distance a center of that pixel and the nearest point of the updated binary image. 

For tow 2D point P(x1,y1) and Q(x2,y2) the classical Euclidian distance is defined by: 
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The background distance operation when calculates the Euclidian distance take into account the 

image resolutions in X and Y dimensions.  So that it is defined by: 
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3.4. Main micro controller 

 
Output data from quadcopter is sent through wireless sensor module.  The data is outputted using 

that and data is transmitted to transmitter at server. Based on that data controller send command 

signal and number of detected human body to server and server responses are sensed using 

receiver. Figure 6 shows an application which is implemented on the C# programming language 

to ensure achievement of command signals. Figure 8 presents a form of application which has 

been implemented. 

 
 

Figure 8. Application form of receiver on server when get some signal from quadcopter 

 

Also, using Neuro PID and genetic algorithms which is applied in the micro controller [3], for 

controlling altitude of quadcopters are used. This is impossible to have a clear image in 

movement of quadcopters. 

 

4. CONCLUSIONS 

 
The development of flying robots is a challenging task. One of the most basic problems is how to 

enable to detect humans by flying robot. In this paper, an edge detection-based human body have 

been developed which is applied in a homemade flying robot. An edge detection method is 

performed to detect human body objects, and to process them further in order to send some 

command signal to server which included human numbers and one preview image of result via 

quadcopter.  The images taken by the developed system shows acceptable outcomes. Also, the 

altitude control system which is used in this experiment largely improves the quality of the 

images, however, darkness and fog is a challenging issue.  The developed system is a good 

starting point for expending image processing in flying robots aiming as a safety and security 

system. 
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