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ABSTRACT 

 

 Nowadays Continuous Wavelet Transform (CWT) as well as Fractal analysis is generally used 

for the Signal and Image processing application purpose. Our current work extends the field of 

application in case of CWT as well as Fractal analysis by applying it in case of the agitated 

wind particle’s behavioral study. In this current work in case of the agitated wind particle, we 

have mathematically showed that the wind particle’s movement exhibits the “Uncorrelated” 

characteristics during the convectional flow of it. It is also demonstrated here by the Continuous 

Wavelet Transform (CWT) as well as the Fractal analysis with matlab 7.12 version. 
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1. INTRODUCTION 

 
For the characterization of the Wind speed and Wind energy, the role of mathematical tools is 

inevitable. We know that the Weibull distribution is an important mathematical tool especially for 

reliability and maintainability analysis. The suitable values for both shape parameter and scale 

parameters of Weibull distribution are important for selecting locations of installing wind turbine 

generators [2]. For the analysis of low wind speed, the utility of Discrete Hilbert Transform was 

first introduced by the authors [2]. Actually the Hilbert transformation, similarly used as Hilbert 

transformer which deals with signals in time domain, was first introduced to signal theory by 

Denis Gabor [3]. Today it plays a significant role in signal processing. The theory on this has 

been introduced by Hahn [4] in detail. Till now, more researches have focused on the parameters 

for the probability density distribution. As an alternative, the output from a DHT filter is quite 

possible to be applied in Wind engineering. Mukhopadhyay et al. showed that Discrete Hilbert 

Transform (DHT) can be used as minimum phase type filter for characterizing and forecasting 

purpose of Wind speed data [6]. Already Panigrahi et al. showed the utility of Wavelet in weather 
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related application [1]. After getting success with DHT in case of Wind Energy study, the concept 

of ‘Wavelet Transform’ and ‘Factuality’ has been applied in case of Wind data analysis under 

summer weather in this current work. The similar application was done in case of a particle 

pointer within a heated liquid [7]. 

 

2. THEORY 

 
2.1 Continuous Wavelet Transform(CWT) 

 
The wavelet transform of a continuous time signal, x(t), is defined as: 
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function of )( tψ , a  is the dilation parameter of the wavelet and b  is the location parameter 

of the wavelet. In order to be classified as a wavelet, the function must satisfy certain 

mathematical criteria. These are:  
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Then the following condition must hold:  
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This implies that the wavelet has no zero frequency component, i.e., 0)0( =ψ , or to put it 

another way, it must have a zero mean.   Equation (1) is known as the ‘Admissibility Condition’ 

and gC is called ‘Admissible Constant’. The value of gC depends on the chosen wavelet. For 

complex (or analytic) wavelets, the Fourier transform must both be real and vanish for negative 

frequencies. The contribution to the signal energy at the specific a scale and b location is given 

by the two-dimensional wavelet energy density function known as the ‘Scalogram’: 
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The total energy in the signal may be found from its wavelet transform as follows: 
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In practice a fine discretisation of the continuous wavelet transform is computed where usually 

the b location is discretised at the sampling interval and the a  scale is discretised 

logarithmically. The a  scale discretisation is often taken as integer powers of 2; however, we 
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use a finer resolution in our method where the a scale discretisation is in fractional powers of 

two. This discretisation of the continuous wavelet transform (CWT) is made distinct from the 

discrete wavelet transform (DWT) in the literature. In its basic form, the DWT employs a dyadic 

grid (integer power of two scaling in a and b ) and orthonormal wavelet basis functions and 

exhibits zero redundancy. Our method, i.e. using a high resolution in wavelet space as described 

above, allows individual maxima to be followed accurately across scales, something that is often 

very difficult with discrete orthogonal or dyadic stationary wavelet transforms incorporating 

integer power of two scale discretisation.  

 

2.2 Fractal Pattern 

 
Fractal pattern is a geometrical pattern having self-affinity in every scale. Example- White Noise, 

Monofractal, Multifractal. In fractal analysis, the most important parameter is the “Hurst 

Exponent‟. It can be expressed as below:  H ∞ Variance(S), where H is the Hurst Exponent and 

S is the number of points. H < 0.5, Uncorrelated, under White Gaussian Noise condition. 0.5 < H 

< 1, Correlated. 

 

2.3 White Noise 

 

A continuous time random process ( )tw   where Rt ∈  a white noise process if and only if its 

mean function and autocorrelation function satisfy the following: ( ) 0)}({ == twEtwµ . 

( ) ).(2/)}()({),( 2102121 ttNtwtwEttRww −== δ i.e., it is a zero mean process for all time and 

has infinite power at zero time shifts since its autocorrelation function is the Dirac delta function. 

 

The above autocorrelation function implies the following power spectral density: 
2

)( 0N
wSww = ,

since the Fourier transform of the delta function is equal to 1. Since this power spectral density is 

the same at all frequencies, we call it white as an analogy to the frequency spectrum of white 

light. A generalization to random elements on infinite dimensional spaces, such as random fields, 

is the white noise measure. 

 

3. METHODOLOGY 

 
Here at first the uncorrelated behavior of wind particle is shown mathematically. Thereafter the 

result is verified with the Continuous Wavelet Transform (CWT) as well as with the Fractal 

analysis.  

 

4. MATHEMATICAL MODELLING 

 
We know from Ref [9] that under the white noise condition the Co-variance function of any time 

series signal ( )tx  is ( ) )(τδτω =K . So, ( ) )( τδτω −=− ttK , where τ is a time delay. Now, 

from the definition of the auto-correlation we have  
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Now, we all know that for 0≠τ , 0)( =τδ . So, in that case it is clear that the under white noise 

condition time series of signals are un-correlated. Here, for our work purpose we consider the 

time series of Wind data. 

 

5. RESULTS & DISCUSSIONS 
 

 

Fig-1 Continous Wavelet Transform (CWT) plot for Wind data  

 

The 1
st
 section plot shows the wind speed data graph. The next section plot shows the testing of 

the Self-Similarity by correlation between the Wavelet Coefficients. Here the response plot is not 

Self-similar i.e., uncorrelated (White Gaussian noise characteristics). The 3
rd

 section shows the 

Wavelet Coefficient plot. The last section plot shows the Local Maxima which shows the agitated 

wind samples throughout the month of May, 2012. 

 

After analyzing with the CWT, the wind speed dates are analyzed next with the Fractal analysis.   
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Fig -2 log(s) vs. logFq 

 

Here log(s) vs. logFq plot is taken with respect to q=2. Here, s=scale and logFq= Logarithm of 

the scaling function F(s, q). 
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Fig-3 q th order Hurst Exponent (Hq) plot 

 

From this plot it is clear that here value of the Hurst Exponent of q-th order (Hq) is lies under 0.5 

i.e., exhibiting White Noise characteristics. 

 

6. CONCLUSIONS 

 
From the above plots and the mathematical modeling it is clear that the wind particle shows the 

uncorrelated behavior under White Noise condition which is shown by CWT as well as by the 

Fractal Analysis in this work. The authors hope that this work may guide researchers to move 

forward in this field. 
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