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ABSTRACT 
 

The popularity of data augmentation techniques in machine learning has increased in 

recent years, as they enable the creation of new samples from existing datasets. Rotational 

augmentation, in particular, has shown great promise by revolving images and utilising 

them as additional data points for training. The research in this study aimed to evaluate the 

effectiveness of rotational augmentation techniques and different voting systems in 
improving image classification accuracy. To accomplish this, several image datasets were 

evaluated using various augmentation methods, which were employed to generate testing 

sets. Subsequently, voting systems were used to determine the most reliable outcome for 

each original data. The findings of this study suggest that rotational augmentation 

techniques can significantly enhance the accuracy of classification models. Additionally, 

the selection of a voting scheme can considerably impact the model’s performance. Overall, 

the study found that using an ensemble-based voting system produced more accurate results 

than simple voting. 
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1. INTRODUCTION 
 

Data mining is the process of applying statistical and machine learning (ML) procedures to 
extract knowledge and hidden relationships from large datasets. The main goal is to transform 

data into practical information that can be used for decision-making, such as predicting future 

outcomes and optimising processes. Image classification is one of the many techniques used in 
data mining to build predictive models, which involves categorising an image based on its 

characteristics.  

 

Feature extraction and attribute selection are essential techniques used in classification tasks to 
improve the accuracy and efficiency of ML models. Feature extraction typically consists in 

identifying and selecting the most useful characteristics from the original dataset to transform it 

into a smaller and more manageable set. This is achieved through a combination of statistical and 
mathematical methods to extract relevant patterns and relationships between features [1]. In 

general, a dataset contains a large number of attributes, and not all of them are relevant for 

effective classification, so it is crucial to identify and select the most relevant and informative 

ones [2]. Utilising attribute selection and feature extraction techniques in conjunction with 
classification algorithms such as decision trees, random forests, support vector machines and 
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neural networks can improve model performance by removing redundant information and 
reducing complexity. This approach can enhance model accuracy, minimise the risk of overfitting 

and accelerate the training phase [3].  

 

Data augmentation is commonly used to increase the size and diversity of a training dataset by 
applying various transformations to the existing samples [4]. This process is also implemented to 

improve the performance of ML models by providing them with more varied and representative 

data to learn from. As a consequence, models can learn to identify more subtle differences 
between classes and become more resistant to noise and outliers [5]. It is particularly effective 

when the training sets are limited or imbalanced, as it helps to increase the diversity of the 

database. Some common data augmentation techniques include image flipping, rotation and 
cropping. Although traditional ML methods have achieved significant success in classification 

projects, they can struggle to achieve satisfactory performance when dealing with complex or 

high-dimensional data [6].  

 
Many new classification approaches have emerged in recent years due to advancements in 

artificial intelligence by combining multiple models in order to improve overall accuracy. 

Ensemble methods leverage the strengths of multiple weak classifiers to produce more reliable 
predictions, integrating multiple results into a consistency function to get the final result with 

voting schemes [7]. They have often surpassed the performance of individual models by reducing 

overfitting and increasing the diversity of predictions. It is a powerful technique that has 
improved classification within image recognition, speech recognition and natural language 

processing. Ensemble learning, by and large, means using data to extract features and then 

combining the results to predict the class of an instance with increased confidence.  

 

2. RELATED WORK 
 

Data augmentation and ensemble learning have seen significant progress in recent years, with 

numerous studies exploring image classification. In this section, existing literature is reviewed, 
highlighting some of the most relevant publications in the field.  

 

For instance, Oyewole et al. [8] proposed an image classification approach that uses the Eigen 

Colour feature extraction technique based on principal component analysis (PCA). The method 
involves combining the predictions of the classifiers using a weighted voting scheme to generate 

the final prediction. Their results show that the ensemble learning approach outperforms several 

other methods in terms of classification accuracy, achieving 90.67%. This indicates that the 
method effectively captures the distinguishing colour information of the given images, leading to 

improved classification performance.  

 

The second paper, by Kumar et al. [9], presents a new ensemble approach for classifying the 
modality of medical images. The proposed method uses multiple fine-tuned convolutional neural 

networks (CNNs) as feature extractors, enabling the networks to capture diverse information 

from various modalities. The experimental results demonstrate that the proposed ensemble 
accurately classifies the majority of images and achieves higher classification scores. Shijie et al. 

[10] also proposed a data augmentation strategy for image classification with CNNs. Their 

approach involves generating augmented data by applying operations such as flipping, rotation 
and scaling on the original dataset. The trained model was then tested on CIFAR-10 and CIFAR-

100 datasets. Results show that data augmentation yielded a 4% accuracy improvement on the 

first dataset and a 6% on the second one, compared to models trained on the original datasets.  

 
Finally, Aggarwal et al. [11] evaluated the use of data augmentation in machine learning image 

recognition of five dermatological disease manifestations. Image databases were used with and 
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without data augmentation. The model trained with data augmentation had an increase in the area 
under the curve (AUC) of each of the five dermatological manifestations compared to the 

nonaugmented model.  

  

3. EXPERIMENTAL DESIGN 
 
This paper presents a research study to investigate the effects of a new perspective on ensemble 

learning for image classification. The primary goal of any classification method is to accurately 

classify the input data based on its characteristics. This article introduces a new approach that 
involves using a specific data augmentation technique in order to improve the performance of 

standard classification methods.  

 

The first and core step of this paper consists in generating a testing set derived from the original 
one using rotational augmentation techniques. After that, ensemble-based methods have been 

implemented and applied to every augmented set to combine the outputs and obtain a final 

prediction for every original case. Generally, increasing the number of outputs for ensemble 
learning can lead to better performance compared to standard classification, but it also comes 

with increased complexity and training time.  

 
The final assessment of the paper would depend on the improvement obtained by this new 

approach. If the results show an improvement in the accuracy compared to previous methods, it 

would suggest that the specific data augmentation technique and ensemble-based methods show 

promise for being further applied in image classification research. On the other hand, if the 
results do not show a significant enhancement; it would suggest that further investigation is 

necessary to identify the reasons for the lack of improvement and to explore potential avenues for 

future research. However, it is important to note that the assessment of a research paper should 
not only focus on the improvement obtained but also on the limitations and potential drawbacks.   

 

When conducting experiments, it is important to carefully select appropriate datasets to evaluate 
the performance of the proposed approach. In this paper, three different databases have been 

chosen as they represent diverse content, varying in terms of the number of classes and the 

number of samples in each class. The three databases used in this research were the Chess 

database, the SportBall database and the Animal database. While the content of the databases was 
not selected based on any particular criteria, they were chosen based on their characteristics such 

as the number of classes and instances per class. The Chess database contained images of 

different types of chess pieces, with at least 61 samples in each class. The SportBall database 
included images of balls used in various sports, including soccer, basketball, tennis, volleyball 

and others. It contained nine different classes, with each class having 340 samples. The Animal 

database consisted of images of three different animals: cats, dogs and wild animals, with 500 

samples in each class. The number of instances per class or the diversity of the classes 
represented in each database was not a problem because the same number of instances was 

selected for each class in the preprocessing phase.  

 

4. PROPOSED APPROACH 
 

A standard classification approach implicates building a predictive model using labelled training 

data, where each observation has a known label. The model is trained to recognise patterns and 
relationships within the input data and make predictions on totally unseen sets.  

 

In this paper, a new classification method is suggested based on ensemble learning, which 

involves combining multiple classification models. Figure 1 shows an overview of the proposed 
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approach where three main steps are followed. To begin with, a new set for testing is generated 
by applying rotational augmentation techniques to the original training set, creating a set of new 

images that are variations of the original ones. Next, feature extraction is applied to both the 

original training set and the newly generated testing set. Subsequently, diverse models are 

generated by training the original dataset with different classifiers, upon which the augmented 
sets are tested. Finally, voting schemes are applied to select the most convincing results for each 

original case. The resulting prediction is considered to be the most reliable, as it is based on 

voting techniques.  
 

 
 

Figure 1. An overview of the proposed approach.  

 

4.1. Preprocessing and Feature Extraction  
 

The main difference of the proposed approach is based on the utilisation of diverse data 

augmentation strategies on the initial training set to build the testing set. It is important to note 

that the databases used in this research are not always balanced, so a random sample selection has 
previously been applied to avoid this problem.  

 

Sample selection involves selecting a representative subset of data from a dataset, which may be 
useful to reduce the computational complexity of the algorithms. In imbalanced datasets, 

specialised sampling techniques, such as oversampling the minority class ensure that the model is 

not biased towards the majority class [12]. Generally, the number of classes is not an important 

point to consider in order to achieve acceptable results, but the number of samples indeed is: the 
more samples used to train a model, the more appropriate feature extraction is performed. As a 

consequence, the first step of the experiment consists in selecting an equal number of samples 

from each class. Initially, this value is determined by counting the samples in the smallest class. 
Subsequently, to analyse the effect of varying the number of samples, it is reduced to 80%, 50%, 

and 30% of its original value. This process results in the formation of distinct training and testing 

sets for each modified dataset, allowing for a comprehensive evaluation of the impact on the 
model's performance.   

 

In order to generate the testing set, as shown in Figure 2, each image of the original dataset is put 

through transformation techniques in order to create new and modified versions of the same 
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image: at first, the image is three times rotated in an anti-clockwise direction (30º, 60º and 90º), 
and the results are then flipped together with the original one. The process involves moving each 

pixel of the image to a new position based on the specified angle of rotation and the ones that 

move outside the original image dimensions are filled with the background colour. As a result, 

the dataset size was increased by a factor of eight, with each class containing the same number of 
images. For instance, if the mentioned data augmentation process is applied to a set with N 

samples, an eight times larger database, with 8*N samples, is obtained.  

 
Identifying and selecting the most relevant and useful features in a dataset is essential to improve 

the model’s performance. The Waikato Environment for Knowledge Analysis (WEKA) [13] 

provides various feature extraction methods, called filter methods, which preprocess datasets by 
selecting and removing attributes based on their statistical properties and relationships with the 

class variable. The extracted features are essentially numerical representations of the image 

characteristics that are relevant to the classification task. Examples of such features include 

texture, colour, shape, and intensity. However, not all of the extracted features may be equally 
relevant to the proposed goal, and some may be noisy or redundant, which can degrade the 

performance of the classification model.  

 

 
 

Figure 2. Set of images composed of the original instance and the augmented cases.  

 

In this approach, the following descriptors have been applied:  

(i) AutoColorCorrelogramFilter (AutoColor) 

(ii) EdgeHistogramFilter (Edge) 
(iii) FuzzyOpponentHistogramFilter (Fuzzy)  

(iv) (PHOGFilter (PHOG).  

 
Overall, the consequence of using filter methods in WEKA is to preprocess the data in a way that 

improves the accuracy and performance of ML algorithms. The selection of a particular 

descriptor would rely on the dataset's attributes and the objective of the analysis.  
 

(i) The AutoColor descriptor calculates the probability of locating a pixel with a specific 

colour at a certain distance from another pixel with the same colour.  
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(ii) The Edge descriptor computes the histogram of edge orientations in an image using the 
Canny edge detection algorithm.  

(iii) The Fuzzy descriptor computes histograms showing how unclear each colour in the 

image is.  

(iv) The PHOG descriptor divides the image into smaller blocks and calculates the histogram 
of local edge directions and gradients.  

 

4.2. Training and testing  
 

In ML projects, the second step often involves creating a model that effectively tests data. The 

main task is to use the training data to generate a high-performing model that can accurately 
classify unknown data. This means selecting an appropriate algorithm and tuning its 

hyperparameters to achieve the best possible performance.   

 
During the training phase, a model is constructed using cross-validation. In k-fold 

crossvalidation, the dataset is divided into k subsets of equal size, where the model is trained on 

k-1 subsets and tested on the remaining one. To provide an overall estimate of performance, the 
metrics obtained from each fold are averaged. Cross-validation provides a more accurate estimate 

of a model's performance than just testing it on a single set of data. Several ML algorithms, 

including 

 (v) K-Nearest Neighbour with a value of K equal to 5 (5NN), (vi) C4.5 algorithm (J48), (vii) 
Naive Bayes (NB), (viii) Random Forest (RF) and (ix) Sequential Minimal Optimization (SMO) 

have been used  [14].  

(v) The 5NN algorithm classifies data based on the majority class of its 5 nearest neighbours.  
(vi) The J48 classifier is a decision tree based on the most informative features.  

(vii) The NB classifier calculates the probability of a new instance belonging to each class.  

(viii) The RF classifier is an ensemble learning algorithm that constructs multiple decision 
trees and combines their predictions to improve accuracy.  

(ix) The SMO classifier is an efficient algorithm that separates data into different classes by 

finding the hyperplane with the largest margin between the classes.   

 
Once the model has been trained, it is ready to make predictions on new data during the testing 

phase, where the augmented data is used to evaluate the performance of the model. The accuracy 

rate for the testing set is calculated to determine whether or not the constructed model has 
achieved satisfactory results as a general evaluation.  

 

4.3. Voting Schemes  
 

Instead of applying ensemble methods to the results obtained from different classifiers, this 

approach employs two voting systems, hard and soft voting, to each set acquired from the 
augmentation techniques. As a consequence, when analysing the eight augmented instances, the 

most accurate result for every original case is obtained. 

  

The process of hard voting involves each model in the ensemble making an individual prediction 
for every testing sample in the set. This can be seen as a straightforward way of determining the 

final prediction, as it relies on the most frequent prediction made by the models [15]. Essentially, 

the final prediction is the one that has the most votes from the individual models. In contrast, soft 
voting is a more refined approach that takes into account the probability distribution generated by 

each model. Rather than simply counting the number of votes for each prediction, this voting 

scheme computes the average probability of each class across all the models [16]. The final 
prediction is then made based on the class with the highest average probability, which provides a 

more precise approach to prediction.  
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5. EXPERIMENTAL RESULTS 
 
The tables and images presented in the paper illustrate the global results of the study, providing a 

comprehensive overview of the findings. The tables provide detailed information on the 

performance of each classifier on different Attribute-Relationship File Format (ARFF) datasets 

[17]. Each table highlights the best classifier according to the sum of improvements in both hard 
and soft voting systems. Moreover, the figures visually represent the highlighted results in a 

colour-coded format, with grey representing the normal accuracy, blue representing the soft 

voting system and orange representing the hard voting system.  
 

The results shown in Table 1 correspond to the Chess dataset, where the RF classifier performs 

the best across the Fuzzy descriptor in soft voting accuracy, ranging from 0.73 to 0.8, and across 

Edge, Fuzzy and PHOG descriptors in hard voting, ranging from 0.78 to 0.88. Additionally, it is 
mentioned that the accuracy of simple voting methods is generally enhanced by both hard voting 

and soft voting ensembles, which can be observed in Figure 3.   

 
Table 1.  Results for the Chess database. 

 

Descriptor Classifier Samples Accuracy Soft voting Hard voting 

AutoColor  
 

5NN  19  0.31  0.35  0.37  

31  0.3  0.38  0.39  

49  0.29  0.37  0.33  

61  0.29  0.37  0.36  

J48  19  0.34  0.43  0.4  

31  0.33  0.42  0.47  

49  0.31  0.44  0.48  

61  0.3  0.38  0.38  

NB  19  0.33  0.42  0.42  

31  0.29  0.37  0.37  

49  0.27  0.31  0.32  

61  0.26  0.29  0.3  

RF  19  0.43  0.61  0.78  

31  0.41  0.59  0.73  

49  0.39  0.6  0.78  

61  0.39  0.58  0.78  

SMO  19  0.43  0.61  0.47  

31 0.4  0.56  0.54  

49  0.39  0.54  0.5  

61  0.39  0.6  0.48  

Edge  5NN  19  0.31  0.37  0.45  

31  0.29  0.33  0.41  

49  0.3  0.39  0.44  

61  0.31  0.44  0.44  

J48  19  0.36  0.53  0.63  

31  0.36  0.46  0.49  

49  0.35  0.52  0.57  

61  0.35  0.52  0.54  

NB  19  0.27  0.22  0.25  

31  0.26  0.24  0.24  

49  0.23  0.23  0.25  
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61  0.24  0.22  0.23  

RF  19  0.42  0.61  0.82  

31  0.41  0.6  0.8  

49  0.41  0.61  0.86  

61  0.4  0.6  0.86  

SMO  19  0.43  0.6  0.55  

31  0.4  0.55  0.46  

49  0.36  0.45  0.46  

61  0.37  0.5  0.47  

Fuzzy  5NN  19  0.31  0.33  0.38  

31  0.31  0.38  0.4  

49  0.29  0.36  0.31  

61  0.3  0.32  0.39  

J48  19  0.47  0.56  0.51  

31  0.45  0.45  0.49  

49  0.46  0.57  0.57  

61  0.45  0.53  0.53  

NB  19  0.23  0.3  0.29  

31  0.24  0.27  0.25  

49  0.19  0.21  0.2  

61  0.19  0.23  0.23  

 RF  19  0.59  0.8  0.88  

31  0.6  0.75  0.81  

49  0.57  0.74  0.78  

61  0.57  0.73  0.81  

SMO  19  0.26  0.36  0.26  

31  0.26  0.29  0.27  

49  0.21  0.26  0.3  

61  0.23  0.29  0.27  

PHOG  5NN  19  0.3  0.38  0.39  

31  0.31  0.34  0.41  

49  0.32  0.45  0.51  

61  0.32  0.41  0.47  

J48  19  0.36  0.51  0.51  

31  0.34  0.46  0.5  

49  0.33  0.36  0.39  

61  0.35  0.58  0.59  

NB  19  0.29  0.29  0.42  

31  0.27  0.25  0.43  

49  0.25  0.22  0.41  

61  0.25  0.25  0.41  

RF  19  0.44  0.65  0.81  

31  0.41  0.61  0.82  

49  0.4  0.63  0.81  

61  0.4  0.65  0.86  

SMO  19  0.46  0.62 0.52  

31  0.42  0.51  0.46  

49  0.42  0.57  0.55  

61  0.43  0.77  0.58  
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Figure 3. Filtered results for the Chess database.   

 

The results shown in Table 2 correspond to the SportBall dataset, where the RF classifier 

performs the best across the Fuzzy descriptor, ranging from 0.82 to 0.83 in soft voting accuracy 
and from 0.91 to 0.93 in hard voting. Although the general scores are much lower than in the 

previous case, it is worth noting that the accuracy of simple voting methods is generally enhanced 

by both voting ensembles, which can be observed in Figure 4.  

 
Table 2.  Results for the SportBall database. 

 

Descriptor Classifier Samples Accuracy Soft voting Hard voting 

AutoColor  5NN  102  0.25  0.37  0.39  

170  0.26  0.36  0.42  

272  0.27  0.36  0.42  

340  0.27  0.37  0.43  

J48  102  0.28  0.46  0.46  

170  0.27  0.44  0.47  

272  0.26  0.44  0.47  

340  0.27  0.44  0.45  

NB  102  0.23  0.27  0.27  

170  0.22  0.25  0.25  

272  0.22  0.24  0.24  

340  0.22  0.25  0.25  

RF  102  0.35  0.59  0.81  

170  0.35  0.62  0.82  

272  0.35  0.57  0.78  

340  0.35  0.59  0.8  

SMO  102  0.36  0.55  0.48  

170  0.35  0.55  0.47  

272  0.34  0.51  0.47  

340  0.33  0.48  0.44  

Edge  5NN  102  0.27  0.36  0.4  

170  0.29  0.41  0.42  
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272  0.3  0.41  0.42  

340  0.31  0.42  0.44  

J48  102  0.3  0.54  0.55  

170  0.31  0.53  0.55  

272 0.31  0.52  0.55  

340  0.31  0.52  0.54  

NB  102  0.18  0.17  0.16  

170  0.18  0.18  0.17  

272  0.18  0.17  0.17  

340  0.18  0.19  0.18  

RF  102  0.36  0.59  0.83  

170  0.36  0.6  0.86  

272  0.36  0.62  0.86  

340  0.36  0.63  0.86  

SMO  102  0.25  0.38  0.34  

170  0.25  0.34  0.33  

272  0.25  0.33  0.32  

340  0.24  0.34  0.31  

Fuzzy  5NN  102  0.3  0.34  0.44  

170  0.31  0.37  0.47  

272  0.31  0.35  0.46  

340  0.31  0.36  0.47  

J48  102  0.51  0.61  0.59  

170  0.48  0.6  0.61  

272  0.51  0.63  0.65  

340  0.49  0.61  0.63  

NB  102  0.17  0.2  0.16  

170  0.17  0.19  0.16  

272  0.16  0.18  0.15  

340  0.16  0.17  0.15  

 RF  102  0.62  0.83  0.92  

170  0.59  0.82  0.93  

272  0.6  0.82 0.91  

340  0.59  0.82  0.92  

SMO  102  0.2  0.24  0.24  

170  0.19  0.22  0.22  

272  0.18  0.2  0.22  

340  0.18  0.19  0.22  

PHOG  5NN  102  0.3  0.41  0.49  

170  0.31  0.46  0.48  

272  0.31  0.45  0.5  

340  0.3  0.43  0.48  

J48  102  0.28  0.46  0.46  

170  0.27  0.45  0.47  

272  0.27  0.47  0.49  

340  0.27  0.47  0.49  

NB  102  0.22  0.24  0.24  

170  0.2  0.22  0.22  

272  0.2  0.22  0.21  

340  0.2  0.21  0.21  
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RF  102  0.34  0.59  0.82  

170  0.34  0.59  0.82  

272  0.34  0.6  0.83  

340  0.34  0.57  0.81  

SMO  102  0.35  0.62  0.45  

170  0.33  0.6  0.48  

272  0.31  0.56  0.46  

340  0.3  0.51  0.42  

 

 
 

Figure 4. Filtered results for the SportBall database.   

 

Table 3 and Figure 5 show the results for the Animal dataset. In general, the RF classifier tends to 

perform well across different types of voting and descriptors, achieving the highest accuracy in 

multiple cases. Hard voting seems to improve the accuracy of some classifiers, such as RF and 
J48, while soft voting seems to perform better for SMO. Additionally, some descriptors, such as 

Fuzzy and PHOG, tend to have higher accuracy overall compared to AutoColor and Edge.  

 
Table 3.  Results for the Animal database. 

 

Descriptor Classifier Samples Accuracy Soft voting Hard voting 

AutoColor  5NN  150  0.58  0.68  0.68  

250  0.58  0.66  0.65  

400  0.59  0.67  0.67  

500  0.59  0.67  0.69  

J48  150  0.54  0.71  0.72  

250  0.56  0.76  0.75  

400  0.53  0.72  0.72  

500  0.54  0.74  0.76  

NB  150  0.49  0.55  0.56  

250  0.5  0.54  0.55  

400  0.5  0.56  0.57  

500  0.5  0.57  0.57  

RF  150  0.62  0.8  0.89  



90                                      Computer Science & Information Technology (CS & IT) 

250  0.61  0.81  0.87  

400  0.61  0.83  0.9  

500  0.62  0.81  0.88  

SMO  150  0.63  0.87  0.84  

250  0.64  0.84  0.86  

400  0.62  0.81  0.84  

500  0.61  0.8  0.84  

Edge  5NN  150  0.51  0.6  0.62  

250  0.51  0.62  0.66  

400  0.53  0.68  0.73  

500  0.54  0.68  0.73  

J48  150  0.52  0.66  0.69  

250  0.54  0.72  0.72  

400  0.56  0.8  0.78  

500  0.53  0.71  0.73  

NB  150  0.52  0.64  0.68  

250  0.53  0.65  0.68  

400  0.54  0.68  0.7  

500  0.54  0.68  0.71  

RF  150  0.55  0.74  0.88  

250  0.56  0.76  0.91  

400  0.58  0.78  0.88  

500  0.58  0.78  0.89  

SMO  150  0.56  0.71  0.7  

250  0.57  0.72  0.73  

400  0.58  0.77  0.78  

500  0.6  0.76  0.75  

Fuzzy  5NN  150  0.49  0.58  0.64  

250  0.51  0.6  0.69  

400  0.5  0.61  0.58  

500  0.5  0.6  0.6  

J48  150  0.58  0.7  0.79  

250  0.61  0.72  0.83  

400  0.64  0.83  0.84  

500  0.63  0.76  0.79  

NB  150  0.41  0.44  0.44  

250  0.39  0.43  0.41  

400  0.39  0.43  0.41  

500  0.4  0.43  0.42  

 RF  150  0.69  0.91  0.9  

250  0.7  0.91  0.89  

400  0.7  0.92  0.92  

500  0.7  0.91  0.92  

SMO  150  0.43  0.47  0.44  

250  0.42  0.47  0.43  

400  0.42  0.47  0.44  

500  0.42  0.45  0.42  

PHOG  5NN  150  0.59  0.76  0.76  

250  0.59  0.74  0.78  

400  0.61  0.76  0.79  
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500  0.6  0.75  0.79  

J48  150  0.52  0.67  0.67  

250  0.53  0.63  0.62  

400  0.56  0.73  0.74  

500  0.56  0.7  0.69  

NB  150  0.48  0.54  0.6  

250  0.47  0.49  0.54  

400  0.48  0.51  0.55  

500  0.48  0.5  0.56  

RF  150  0.58  0.63  0.76  

250  0.59  0.65  0.79  

400  0.6  0.68  0.8  

500  0.59  0.67  0.79  

SMO  150  0.58  0.61  0.56  

250  0.56  0.67  0.62  

400  0.57  0.66  0.6  

500  0.57  0.63  0.58  

 

 
 

Figure 5. Filtered results for the Animal database.   

 
Based on the previous results, it can be concluded that the RF classifier generally performs the 

best across all datasets, with the highest accuracy values ranging above 0.8. In most cases, hard 

voting outperforms soft voting for most classifiers. It is also notable that NB and SMO 

consistently have lower accuracy than other classifiers. Finally, it can be inferred that the choice 
of voting method can significantly impact the accuracy of the classification models. 

 

6. FUTURE WORK 
 
Although the proposed approach has successfully achieved the main goal of the proposal, there is 

a need for further research in this area. For future work, it is recommended to develop a new 

approach based on the findings of the present study to obtain even more promising results.  

  
In a first approximation, it is crucial to analyse the need for adjusting the number of rotations 

applied to each instance. By modifying the rotational angle, different testing sets can be created, 

increasing the number of predictions available for ensemble learning. However, it is important to 
note that the number of rotations applied to each instance must be carefully chosen, as too few 
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rotations may result in limited diversity in the testing sets, while too many may introduce noise 
and inconsistencies. Therefore, finding the optimal number of rotations is crucial for generating 

effective testing sets and improving ensemble learning performance.  

 

Data augmentation techniques such as rotational augmentation combined with voting schemes 
involve considering the costs and benefits that this process supposes. Therefore, it is important to 

strike a balance between the improvement and the additional computational resources required to 

implement it. However, when using data augmentation, some rotations may not be as informative 
as others. This is where voting schemes can be useful, as they allow for the selection of the best 

rotations for each class. Instead of selecting the same set of rotations for every class, a previous 

study to set these values is proposed to be applied in the future. Consequently, the rotation would 
depend on the category that has to be classified.  

 

Finally, rotation processes tend to cause some of the pixels to fall outside the image boundary, 

creating a problem when processing the image as some parts of the image may be missing. One 
way to address the current issue consists in filling the space with a background colour by 

extending the canvas of the image to accommodate the rotated image. Another approach that is 

proposed for future work is based on using interpolation techniques to fill in the missing pixels, 
where the values of missing data points depend on nearby values.   

 

7. CONCLUSIONS 
 

In ML tasks, the main goal is to build a model that can generalise effectively to unseen data. It is 
highly important to reduce the dependencies between the training and testing sets, which means 

that the model should not rely too heavily on specific patterns that may not be present in the 

testing set.  
 

The approach of applying voting schemes to every set of eight images is a promising new 

technique that has improved the precision of image analysis. In general, both hard and soft voting 
based ensemble learning has led to an improvement in the accuracy of 10%-20%. While there 

have been cases where standard classification methods have achieved higher results, there are 

also instances where soft voting has resulted in a 50% improvement. However, it is essential to 

note that this approach may introduce some degree of dependency between the two sets, which 
depends on the quality and diversity of the images, the specific voting scheme, and the size of the 

overall dataset. Therefore, it is crucial to evaluate the performance of this approach carefully and 

compare it to other methods to determine its effectiveness and limitations. On the whole, the use 
of voting schemes for image analysis shows great potential for achieving more accurate results.  

 

Improving the accuracy of predictions has led to reducing the impact of individual model biases 

and errors, achieving more reliable predictions and a more generalisable model. While voting 
schemes can provide several benefits, there are also some potential disadvantages to using this 

approach: implementing ensemble learning can add additional complexity to a ML system, 

making it more challenging to interpret the results and understand which instance contributed to a 
particular prediction.  

 

It is important to ensure that the data used to train the model is representative of the real-world 
scenario the model will be used in. If the data is imbalanced, meaning that one class is 

significantly more represented, the model may learn to predict the majority class more accurately, 

while neglecting the minority class. Balancing the classes gives the model an equal opportunity to 

learn from each category, enabling it to make more precise predictions for all categories. Creating 
multiple datasets with varying sample sizes has helped to improve the average accuracy rate of 

the voting schemes. This approach helps to identify the optimal number of samples required for 
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acquiring desirable performance levels. Additionally, it provides insights into how the model 
performs under different sample size conditions.   

 

By continuing to explore and refine these techniques, we can lead to new insights and 

applications in a wide range of domains.  
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