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Abstract. Rapid globalization and the interdependence of the countries have engendered tremen-
dous in-flow of human migration towards the urban spaces. With the advent of high definition
satellite images, high-resolution data, computational methods such as deep neural network analy-
sis, and hardware capable of high-speed analysis; urban planning is seeing a paradigm shift. Legacy
data on urban environments are now being complemented with high-volume, high-frequency data.
However, the first step of understanding the urban area lies in the useful classification of the urban
environment that is usable for data collection, analysis, and visualization. In this paper, we propose
a novel classification method that is readily usable for machine analysis and it shows the appli-
cability of the methodology in a developing world setting. However, the state-of-the-art is mostly
dominated by the classification of building structures, building types, etc., and largely represents
the developed world. Hence, these methods and models are not sufficient for developing countries
such as Bangladesh where the surrounding environment is crucial for the classification. Moreover,
the traditional classifications propose small-scale classifications, which give limited information,
have poor scalability and are slow to compute in real-time. We categorize the urban area in terms
of informal and formal spaces and take the surrounding environment into account. 50 km× 50 km
Google Earth image of Dhaka, Bangladesh was visually annotated and categorized by an expert
and consequently, a map was drawn. The classification is based broadly on two dimensions the
state of urbanization and the architectural form of the urban environment. Consequently, the ur-
ban space is divided into four classifications: 1) highly informal area 2) moderately informal area
3) moderately formal area and 4) highly formal area. For semantic segmentation and automatic
classification, Google’s DeeplabV3+ model was used. The model uses the Atrous convolution op-
eration to analyze different layers of texture and shape. This allows us to enlarge the field of view
of the filters to incorporate a larger context. Image encompassing 70% of the urban space was used
to train the model and the remaining 30% was used for testing and validation. The model can
segment with 75% accuracy and 60% Mean Intersection over Union (mIoU).
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1 Introduction

Rapid globalization has engendered a large number of people in-flow into cities.
More than 50% of the global population lives in urban areas, especially in develop-
ing countries. Therefore, the sustainable development goals of the United Nations
emphasize the demand for information about the physical environment of urban
cities [1]. Categorizing the urban area is a fundamental component of any decision
making process for any kind of urban development. Classification of the urban build-
ing structures offers several benefits for the policymakers. For example, by pointing
out the educational institutes, we can understand people’s access to education in
that specific area [2]. With building classifications mapped to the geo-spatial area,
new educational institutions might be proposed in the desired area. Additionally,
distinguishing industrial area from residential areas can help the planners to build
infrastructures to manage industry wastes, water pollution, and air pollution [3].

The spatial structure and pattern of the urban environment are diverse and
complex[4]. However, most of the early studies on urban classification were based
on a single dimension: structural characteristics: the types and conditions of indi-
vidual buildings, and building density, building height, building scale, or physical
site characteristics. Many pieces of research are devoted to the analysis of cities on a
spatial scale. For example, Herold et al.[5] combine satellite images with urban spa-
tial scales to simulate urban growth and land-use change. Huang et al.[6] calculated
7 spatial metrics by using the satellite images of 77 cities and obtained 5 different
properties of urban morphology: complexity, centrality, compactness, porosity, and
density respectively.

A good number of studies have used deep learning to categorize urban areas
from satellite images. Oshri et.al.[7] used Afrobarometer [8] survey data along with
satellite images from Sentinel 1 and Landsat 8 to assess the environmental quality
in Africa. They have also used OpenStreetMap. They have used deep learning
technology to identify the presence of different infrastructures such as electricity,
sewerage, piped water, and road. They have categorized the habitat environment
by identifying the above-mentioned structures.

Neal et al. [9] have used Convolutional Neural Networks (CNNs) to analyze
satellite images for luminosity at night (“nightlights”) to estimate economic activity
in different areas. Then they have predicted the poverty levels in the targeted
area from the estimated economic activities. Piaggesi et al. used [10] a pre-trained
fully convolutional variant of VGG, fine-tuned with nightlights intensity levels,
baseline VGG and Resnet-50 initialized with ImageNet were used to predict income
of each household. However, very few researches have performed automatic building
classification based on the buildings and their surrounding environments. Manual
classification of a small area has been performed in urban research. But it is not
scalable for a large metropolitan city like Dhaka. Therefore, we propose a novel
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classification and deep learning method for automatic semantic segmentation of
the geospatial images of the city.

In the early study of the classification model, researchers considered the context
of developed countries that is not suitable for developing countries. Moreover, in
the study of those urban classifications, the surrounding environment and building
structure are not considered together. But in many developing countries with com-
plex urban issues, apart from complex land ownership, urbanization and buildings
are also multifaceted. The building structure is often closely related to the sur-
rounding environment.
In this study, we have designed a method to classify the urban environments. This
classification has the following advantages:

1. It sets up the urbanization process and architectural form as two different axes
instead of a single index. Then the physical environment of the city is divided
into 16 classifications. Through this classification method, all kinds of urban
environmental forms can be summarized.

2. Through manual operation, a large number of high-precision urban classification
data are obtained that makes the deep learning possible.

3. The scale of this study is large (more than 20 km× 20 km, less than 50 km× 50 km).
Previous studies were limited to small-scale classification, poor scalability, and
inability to provide a large amount of information.

Because of its large scale, this classification method can be used to compare
the level of cities with the data of topography, area, population density, income,
education, etc. as the basis of urban geography and urban poverty research. One
can complete a morphological catalog or even a list of global cities. The method of
visual recognition is used to detect and classify the physical environment of many
cities and draw the map, and then the deep learning algorithm is used to train
the map data set. Then, we use the trained deep learning algorithm to identify the
building classifications in the unseen test data. Particularly we have developed a
transfer learning method to semantically segment the satellite image of Dhaka city
into four different urban areas automatically. The areas are segmented based on
the buildings and their environment. Specifically, we have used a transfer learning
method to categorize the area into 1) highly informal area; 2) moderately informal
area; 3) moderately formal area and 4) highly formal area. Unlike other urban clas-
sification models, we propose the novel urban classification technique that includes
the buildings as well as their surrounding environment. Actually, the texture and
shape differences among various building structures are present in the satellite im-
ages. These textures and shapes can be learned by the state of the art deep learning
models. Consequently, the deep learning models would be able to capture the tex-
ture and shape differences and can segment the satellite images according to the
proposed classifications. In this paper, we have used google’s Deeplabv3+ model.
The model has been trained with 70% area of the Dhaka city and tested on the rest
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30% area. The DeepLabv3+ model has used convolutional operations to analyze
the textures and shapes in various scales. Therefore our contribution includes 1)
Novel urban classification, 2) Segmentation with Deep Learning.

In the next section, we discuss the theoretical background of the urban building
classification and deep learning-based automatic methods. Then we describe our
novel classification model with sufficient examples. In the fourth section, we discuss
the deep learning method to semantically categorize the building classifications
automatically from satellite images. Then in the fifth section, we have presented
our results followed by the conclusion.

2 Research Background

2.1 Urban Area

Global economic, social, and political circumstances have transformed the urban
and rural in such a way that it has become very difficult to define urban and
rural area in a distinguishable way. However, here, we intend to define the urban-
rural area in the context of Bangladesh. An urban area can be defined based on
population density, the concentration of administrative bodies, infrastructure, and
a diverse set of livelihood and income generation activities. Additionally, urban
areas must be characterized by high population density when compared to other
areas. In an urban setting, the forms of livelihood and income generation activities
will be diverse and unlike rural areas not bound mainly to agricultural production
[11]. Some cities might be defined by municipal boundaries. But many of the urban
areas are usually characterized by the presence of administrative structures such
as government offices and courts and a relative concentration of services such as
hospitals and financial institutions such as banks.

Urban area of the developing world Urbanization, generally, refers to an in-
creasing shift from agrarian to industrial services and distributive occupations. 50%
of the world’s population lives in urban areas, and this proportion is expected to in-
crease to 68% by 2050. By 2050, the increase in world population may add another
2.5 billion people to urban areas [59]. For example, between 2003 and 2010, the
city of Hyderabad in India experienced a 70% increase in slum areas [12]. Unfor-
tunately, the situation is not unique to India or the global south. UN estimations
show that the global slum population is around one billion at present and may
rise to two billion by 2030 (UN Habitat Report 2016[13]). In developing countries
therefore understanding the socio-economic condition of different regions of a city
can be assisted by the identification of different formal and informal settlements.
Therefore, there has been a lot of focus on the identification and mapping of urban
areas of a city.
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Urban area in Bangladesh In 2019, the urban population for Bangladesh was
37.4%. The urban population of Bangladesh increased from 7.6% in 1970 to 37.4%
in 2019 growing at an average annual rate of 3.33% [14]. The trend of present urban-
ization poses a huge challenge for the sustainable metropolitan city in Bangladesh
[11]. The infrastructural services, basic amenities, and environmental goods, envi-
ronmental degradation, extensive traffic and accidents, violence, and socioeconomic
insecurity are the major challenges for the city. Generally, these challenges are very
common in highly informal and moderately informal areas. Distinguishing these
areas from the formal area on a large scale is the major challenge for a mega city
like Dhaka.

Fig. 1. The morphological appearance of the urban environment

Urban environment classification In the urban environment, different regions
have different classifications (Figure 1). They are composed of different physical ap-
pearances, such as green spaces, artificially constructed and naturally formed roads;
regular, random, complex and dense buildings, etc. The study of urban morphology
classification can provide important reference for the evolution and boundary divi-
sion of historical regions, and provide in-depth understanding and training for the
practical application fields closely related to urban development, planning, architec-
ture, urban management, public policy, etc. Barke et al. [15] approach understand-
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ing urban form and its complexity, linking urban form parameters with its spatial
performance, is an important way for a city to develop well. Kärrholm et al. [16]
and many other authors point out the importance of understanding urban morphol-
ogy as a key element of urban sustainable development. Kevin Lynch’s redefined
urban environment includes a spatial relationship of urban physical characteristics
(natural physical form, established physical form) [17]. Since the 1990s, with the
development of geographic information system, more and more people understand
the complexity of the urban environment from a comprehensive perspective.

In the urban environment, a consensus is there on the core basic elements of the
form of solid buildings: streets, plots, buildings, etc. Urban form can combine design,
shape, and clarity from the courtyard to cluster scale. In the methods of urban
morphology topology and historical geography, the concept of composition level,
which focuses on specific aspects of architectural form, has been fully developed
[18]. Jwr whitehand extends Conzen’s theory and establishes a historical geographic
approach [19]. Urban classification is the classification of three core elements of
streets, plots, and buildings in a complex urban environment [20]. In general, the
type and conditions of individual buildings [21] and the spatial layout of these
buildings [22] define the urban environment. ISA baud et al. [23] used physical
indicators: layout structure, building density, building scale, and other physical site
characteristics, the building types are divided into four classifications. According to
Taubenbóck et al. [20], firstly, cities are classified according to the physical density of
buildings. Then, in the study of the classification and characteristics of settlement
form, the characteristics of settlement form of five cities are extracted from the
three core elements of building density, building orientation, heterogeneity index,
building scale, and height. Finally, the five cities are divided into nine classifications.
Slums, similar to slums, mixed unstructured and unstructured communities, mixed
structured and unstructured communities, and structured and formally planned
communities [4].

2.2 Machine Learning for understanding Satellite image

There are hundreds of Earth observation satellites providing data at different spec-
tral, spatial, and temporal resolution. ERS 1 and 2, Sentinel 1 and 2 satellites
launched by European Space Agency (ESA), Landsat 1-8 satellites maintained now
by US National Oceanic and Atmospheric Administration (NOAA) have been pro-
viding satellite data for free and have initiated research in this field. Commercial
satellites such as IKONOS, RapidEye, and WorldView 1-4 provide higher spatial
(∼5meter/pixel) resolution) satellite imagery compared to that of Landsat and
Sentinel (tens to hundreds of meters). The resolution means the actual ground
distance (in meter) that has been sampled by one pixel. It is also called ground
sampling distance. Microsoft corporation has launched a couple of satellites (Bing
Satellites) to provide remote imagery with high resolution (2.22meter/pixel).
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As these high-quality images have visual channels (RGB), researchers apply
spatial filters to analyze the textures and shapes of the satellite images to identify
forests, water, buildings, farmlands, and meadows. In [24], the authors proposed
a novel feature-extraction block extract spatial context of each pixel according to
a complete hierarchical multilevel representation of the scene. Then they classify
the features with SVM. Cheng et al. [25] discuss traditional features such as his-
togram of ordered gradients(HOG), scale-invariant feature transform(SIFT), color
histograms(CH), and local binary patterns(LBP) etc. Researchers use these fea-
tures to segment the satellite images for different land covers by exploiting the
support vector machine(SVM). However, due to the high volume, heterogeneity of
satellite data, nowadays, deep learning methods are getting more preference over
traditional manual or statistical methods to explore these data sets [26],[27]. These
methods have been instrumental to explore such data within reasonable time and
cost. Deep learning methods show excellent performance in classifications, image
segmentation, as well as semantic segmentation [28]. The emergence of deep nets
also help segmenting high-resolution satellite images.

2.3 Semantic Segmentation for building classification

Fig. 2. a. Satellite image b. Land use land cover segmented image

Semantic segmentation on satellite data: Satellite images have multiple
channels including the visual ones: red, green, and blue (RGB). The RGB image has
the texture and shape information of the ground. Since texture and shapes can be
captured by deep learning-based semantic segmentation, remote sensing researchers
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try to segment specific areas based on different classification tasks. Therefore, they
have approached remote sensing tasks through the use of deep learning methods.
The classification tasks might range from land use land class to slum detection,
from tracking urban expansion to tracking forest degradation, etc.

Semantic segmentation for urban environment development: More re-
cently, machine learning-based automated analysis of satellite imagery has been
used to understand human socio-economic conditions at a local (city, village, or
country level) as well as global level. Both deep learning methods (e.g., Convolu-
tional Neural Networks (CNN)) and shallow learning methods (e.g., Support vec-
tor machines and Random Forests) are being extensively used in predicting socio-
economic indicators using daytime optical satellite imagery, radar data, and Night
Time Light (NTL) emission captured by satellite sensors. However, to train such
models one needs both large quantities of satellite images, as well as non-satellite
data from different sources such as census, household and agricultural surveys, ad-
ministrative data, and other environmental and meteorological data [29]. Machine
learning methods have been used to estimate crop yields [30], land cover and land
cover changes [27], slum detection [31], mapping urban growth predicting and map-
ping poverty [32], population estimation [33], estimation of GDP etc.

Authors in [29] provides a comprehensive review of the potential use of earth
observation data (both satellite and aerial imagery) to estimate socio-economic in-
dicators set by the UN’s Sustainable Development Goals and the ‘proxy’ indicators.
In the following we discuss the major directions that research has been conducted
in this field of study, focusing on Bangladesh’s context. Various CNN’s have been
used to classify land use and land cover in many different types of satellite image
datasets[UC Merced [34], OSM Land Use Data, Climate Change Initiative (CCI)
[35], Global Land Survey etc.] in addition with other tabular and/or temporal data.
Oshri et.al. [7] used Afrobarometer [8] survey data along with satellite images from
Sentinel 1 and Landsat 8 to assess infrastructure quality in Africa. They propose
multi-channel inputs that utilize all available channels from respective satellites in-
stead of using only the RGB bands. Pretrained Imagenet weights have been used
for the RGB channel and the novel channels are initialized with Xavier Initializa-
tion. A Residual Network based architecture (ResNet101) has been used with some
minor modifications in their work which achieves better classification performance
than Nightlights [36] based works, OSM, and some other baseline methods. While
predicting poverty from satellite image as a socio-economic indicator of city ar-
eas, images from DigitalGlobe[37] platform and the google maps have been used
as input imagery where the spatial resolution used was .5m/pixel and 2.5m/pixel
respectively [10]. A pretrained fully convolutional variant of VGG fine tuned with
nightlights intensity labels, baseline VGG and Resnet-50 initialized with ImageNet
has been used to predict income of each household. The ground truth data has
been produced from EOD (Encuesta Origen Destino de Viajes), a mobility survey
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realized from July 2012 to November 2013 by assignment of the Chilean Ministry of
Transport and Telecommunications[38]. Resnet-50 performed better overall yielding
slightly better accuracy.

3 Detail Description of Novel urban classification

It is generally accepted that urban areas and buildings are the basic types for
analyzing urban forms.Frey et al. have pointed out that the structure and form
of traditional cities developed slowly and gradually without formal planning and
design. Marshall [39]) also pointed out that the physical characteristics of streets,
plots, and buildings are different. An important part of seeking to understand how
cities develop and evolve is to determine the specific combination of these elements.
In ordinary human settlement planning, roads and blocks are planned first, and then
buildings are constructed according to the divided blocks. On the other hand, in
unplanned areas, buildings are planned first, and then the streets are planned.
But the formation of towns is not limited to these two modes. There are two
other more mixed modes, in which unplanned buildings are built in the planned
road network, and then roads naturally appear in this unplanned building group;
Construct planned buildings in areas where the road network is not planned.

Based on the concept mentioned above, in this study, the physical environment
of the city is classified by two indicators: diversity of buildings and street patterns
(aggregate). The diversity of buildings is expressed as a single building, and it is
divided into four categories. The fully planned buildings which in the same code are
defined as “with code”, and the number is marked (4); Untyped buildings are de-
fined as “unwritten”, and the number is marked (3), It is usually expressed in histor-
ical buildings, old blocks, factories, public buildings, etc; The use of cheap materials,
inferior buildings with technical and economic constraints, and self-construction are
defined as “limited”, and the number is marked (2); High-quality housing in the
suburbs and rural buildings, which have no technical, economic, or social restric-
tions, are defined as “none” and marked as a number (1). Building types with codes
and unwritten rules are relatively easy to distinguish, but the criteria for distin-
guishing building types with technical and economic constraints are not designed
according to a prescribed layout. While its form looks random, it uses temporary,
irregular, and diverse building materials. And these forms of buildings are land-risk
slopes, lowlands, along rivers, around industrial areas may be identified. A type of
“none” indicates a state when a building type having technical and economic con-
straints is free from the limitation. For another indicator, street mode (collection),
the planned street network is defined as “planned” and marked with a letter (D);
naturally generated roads are defined as “natural generation” and marked with a
letter (A); in addition, According to the regularity of the street pattern, the outside
is the planned street network, and the inside is the naturally generated road net-
work. The type is defined as “planned outline + local natural generation”, marked
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Fig. 3. Urban environment topology
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with the letter (B); the external road network is natural Generated, the planned
type of the internal road network is defined as “Outer natural generation + Planned
in the district”, marked with a letter (C).

After that, the four types of indicators “diversity of buildings” (marked with
numbers 1, 2, 3, and 4 from the bottom of the vertical axis) and the four types of
indicators “street patterns” (marked on the left side of the horizontal axis as The
combination of letters A, B, C, D), the combination of two indicators forms a total
of 16 types. The obtained matrix is used as a standard criterion for categorizing
every urban area with a scale of 400m×400m. According to this classification
method, we classify the urban environment of Dhaka City, Bangladesh(Figure 3).

In cities in developing countries, it is often possible to distinguish between for-
mal areas characterized by appropriate spatial planning and facilities (buildings,
green space, road infrastructure) and informal areas without urban development.
Informal areas are usually composed of irregular and restricted buildings, located
near dangerous land, industry, garbage, swamps, and flood-prone areas [60].

Considering the relationship between urban environment type and formal/informal
degree, three types of 2/A, 2/B and 1/A located at the lower-left pole are the street
pattern of “natural generation (A)”. Alternatively, it is inferred that the street pat-
tern of “planned outline + natural generation in the district (B)” contains “limited
(3)” buildings, and the degree of formalness is extremely high. This classify was
Color1. At the top right pole is a 4/D where the same street is lined with buildings
with the same code on the planned street. The remaining 12 types are assumed
to be informal degrees, and the 1/B, 1/C, 1/D, 2/C, 2/D, and 3/A groups are
indicated by Color2. The 3/B, 3/C, 3/D, 4/A, 4/B, and 4/C groups were referred
to as Color 3 below and were classified into four types of urban environment types.
The selection colors of urban environment topology is shown in Table 1.

Table 1. Selection of colors for urban environment topology

Urban Environment
Topology

Classification Color

Red
(1/A.2/A.2/B)

Highly Informal

Yellow(1/B.1/C.
1/D.2/C.2/D.3/A)

Moderately Informal

Cyan(3/B.3/C.
3/D.4/A.4/B.4/C)

Moderately Formal

Blue
(4/D)

Highly Formal
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Fig. 4. Input Satellite image for Dhaka city - Source: BING satellite imagery

4 Automatic Building-classification using Deep Learning

4.1 Data Collection, Annotation and Preprocessing

We use the freely available Bing satellite imagery for our building classification
task. The Microsoft Corporation provides high-resolution imagery for public uses
from the Bing satellites. Satellite image of the Dhaka metropolitan area has been
downloaded at a zoom level of 17 which has a spatial resolution of 2.26m/pixel.
Even though the city administrative boundaries are not of a perfect rectangular
shape, we produce an estimated rectangular shapefile of Dhaka city by using its
respective administrative shapefile for the sake of simplified grid preprocessing.
Images are downloaded with geolocation metadata so that further analysis by geo-
referencing can be done later. ArcMap GIS Software has been used to superimpose
the shapefile of rectangular boundary and crop the region of interest from down-
loaded image(Figure 4) and the ground truth(Figure 5) image respectively.

It can be seen from the ground truth of Dhaka, that the boundaries of most
informal areas are quite obvious, usually in the forms of segmented patches or
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clusters, rather than continuous areas. They are mainly distributed near rivers,
lakes and other waters, around airports, and at the junction of urban and rural
areas. But there are also informal areas in densely populated urban areas where
commercial and residential communities live. There are large formal areas near
Ramna Thana and Lalmatia.

Fig. 5. Ground truth for building classification. Red: Highly informal area (Arrival city); Green:
Moderate Informal Area; Cyan: Moderate Formal Area; Blue: Highly Formal Area ; Black: Unrec-
ognized Area

4.2 DeepLabV3+ for semantic segmentation

DeepLabV3+(Figure 6) is the state of the art model for semantic segmentation.
This model has some unique modules that would help efficient and correct segmen-
tation of satellite images. It uses ImageNet’s pre-trained ResNet-101 with atrous
convolutions as its main feature extractor. In the modified ResNet model, the last
ResNet block uses atrous convolutions with different dilation rates. Atrous con-
volution with different dilation rate enables the model to extract image features
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in different scales. Moreover, it uses Atrous Spatial Pyramid Pooling (ASPP)and
bilinear upsampling for the decoder module on top of the modified ResNet block.
ASPP helps the model to see satellite images from a different point of view. Ana-
lyzing the satellite images from a different view is crucial for good segmentation.
ASPP helps the DeepLabV3+ model to extract features from different levels: rang-
ing from very low-level pixel data to high-level contextual information. Therefore,
the ASPP is the major contributing module to our semantic segmentation.

Fig. 6. Architecture of DeeplabV3+

The overall architecture has two main modules: encoder and decoder. The en-
coder is based on an output stride (ratio of the original image size to the size of
the final encoded features) of 16. In the encoder, the ResNet 101 convolution layers
are used. Moreover, the ASPP has been exploited in the encoder to fuse features in
different scales. In the decoder, instead of using bilinear upsampling with a factor
of 16, the encoded features are first upsampled with a factor of 4 and concate-
nated with corresponding low-level features from the encoder module having the
same spatial dimensions. In the decoder, before concatenating, 1×1 convolutions
are applied on the low-level features to reduce the number of channels. After con-
catenation, a few 3×3 convolutions are applied and the features are upsampled by
a factor of 4. This gives the output of the same size as that of the input image.
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4.3 Creating training data with 70% overlap

The convolution layers of the DeeplabV3+ are pre-trained with Imagenet. However,
the Imagenet is the data-set of objects. In order to use the model for satellite image
segmentation, we need to fine-tune the model weights by applying the sufficient
training set.

Therefore, we split the ground truth and the input image into two parts. One
part for the training and the other for the testing. The training part consists of
the 70% of the Dhaka image that includes the upper part of the Dhaka city. Now
before feeding the image into the network, some required pre-processing of the data
is needed.

In the first step, both the input image and its target image needs to be grid into
513×513 because this is the required width and height to feed into DeepLabV3+.
But this grid will be done using 70% overlap of the previous image. This 70%
overlap grid will be done both vertically and horizontally. The reason for overlapping
is to increase the training data. Doing the overlap increases the data drastically.
Afterward, mapping of the input image is done using the ground truth image data.
Mapping the unrecognized image helps to prevent misclassification, we projected
the unrecognized part on the input image. This will now classify the black region
as only unrecognized. After all the pre-processing is done, the images are feed into
the DeepLabV3+.

4.4 Training Procedure

Training When the training data are ready we feed those data into the model. The
model that we used in our training is DeeplabV3+. We used resnet[40] and xception
[41] as backbone. First, the model takes an image as input where the dimension is
513× 513× 3. It goes into the backbone where the batch normalization is done. The
image data then downsampled with respect to the given strides and dilations. Then
the output of the backbone is fed to the aspp where the atrous convolution happens.
We used 4 aspp modules and the output is pooled by global average pooling at the
end of the aspp which is later interpolated in bilinear interpolation and sent to
the decoder part. From the encoder part, aspp sends the low-level features to the
decoder by doing 1× 1 convolution and backbone sends the output and these two
are concatenated. Later the images are upsampled.

Hyperparameters Then we calculate weights over the total number of classes for
balancing the class weights. We used Stochastic Gradient Descent (SGD) as our
optimizer. We have 5 classes in our training dataset. We train the model with a
learning rate of 0.007, the number of epochs 26.
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4.5 Testing Procedure

For the test data, we use the lower 30% of the original image as shown in Figure
4. The same method of pre-processing is done but in this case, during grid, no
overlapping of the image is done since it would be only used for testing.

After the testing is done, DeepLabV3+ generates output images. Those output
images are later converted to RGB images for both calculation and visual repre-
sentation. All the images are then stitched back to their original dimension.

Both the output image and ground truth image are used to generate a confusion
matrix. This matrix is used to generate results.

Calculating the confusion matrix gives us the accurate accuracy of our clas-
sification model whether it is getting right and the types of errors it is making.
We compare this output image with our original ground truth image, in this case,
we use the pixel by pixel accuracy which is known as pixel-wise classification. We
use a confusion matrix to describe the performance of the model and derive other
performance metrics from it.

Accuracy: Accuracy is calculated by summing the number of correctly classified
pixel values and divided by the total number of pixel values.

IoU : IoU is calculated by dividing the area of overlap by the area of union.
We compute the area of overlap in the numerator and the area of union in the
denominator.

Recall: Recall is a measure of completeness; what percentage of positive pixels
are predicted as such.

Precision: Precision is the measure of exactness; what percentage of pixels are
predicted as such.

The equation of these measurements given below:

– Accuracy: tp+tn
tp+tn+fp+fn

– IoU score: target ∩ prediction
target ∪ prediction

– Recall: tp
tp+fn

– Precision: tp
tp+fp

where tp = true positive, tn = true negative, fp = false positive, and fn = false
negative.

5 Result

Figure 7 shows the performance of the segmentation. The top sub-image is the test
image that has been used as the input to the trained model. The bottom image
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Fig. 7. Top: Test image, Middle: Ground truth, Bottom: Predicted output - Testing with 30%
bottom part of Dhaka

is the output from the segmentation model. The middle one is the ground truth
image where different colors represent different building classifications.

It can be easily noticed that the model can segment the Highly informal area
(Class-1) with 86% accuracy. The precision and recall are also very high. We can
also see that the Highly Formal area has also 99% accuracy. Moderately Informal
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area (Class-2) is a little bit difficult and error-prone compared to other classes. In
contrast, moderately formal areas can be segmented effectively with 94% accuracy
with reasonable precision and recall. Therefore, the deep learning model can cat-
egorize urban areas with an average of 90.5%. So, the automatic classification by
the deep learning model facilitates large scale classification over different cities in
developing countries.

6 Conclusion

In this study, we have classified the urban environment into 16 classes using a novel
method. The method classifies an urban space using two axes of architectural form
and urbanization process and mapped a large range (50 km×50 km) of urban envi-
ronment based on satellite images incorporating human visual recognition method.
Deep learning method is used to automate the entire classification process. This
classification method allows us to match spatial knowledge with urban location
information of possible locations, combine topography, area, population density,
income, and education data, and adopt a more systematic and consistent method
to locate the urban population globally. For semantic segmentation and automatic
classification, we have used Google’s DeeplabV3+. satellite image encompassing
70% of the urban Dhaka was used to train the model and the remaining 30% was
used for testing. We observe that the segmentation model can segment with 75%
accuracy and 60% Mean Intersection over Union (mIoU). Our proposed methods
should be a valuable contribution to urban geography and urban poverty research
and pave the way to conduct a cost-effective computational approach to conduct a
morphological catalog of the global urban environment.
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