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ABSTRACT 

Nowadays numerous interestingness measures have been proposed to disclose the relationships 

of attributes in engineering materials database. However, it is still not clear when a measure is 

truly elective in large data sets. So there is a need for a logically simple, systematic and 

scientific method or mathematical tool to guide designers in selecting  proper materials while 

designing the new materials. In this paper, linear regression model is being proposed  for 

measuring correlated data  and predicating the continues attribute values from the large 

materials database. This method helps to find the relationships between two sub properties of 

mechanical property of different types of materials  and helps to predict the  properties of 

unknown materials. The method presenting here effectively satisfies for engineering materials 

database, and shows the knowledge discovery from large volume of materials database. 

Studying on regression analysis suggests that data mining techniques can contribute to the 

investigation on materials informatics, and for  discovering the knowledge in the materials 

database, which make the manufacturing industries to hoard the waste of sampling the newly 

materials. 
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1. INTRODUCTION 

The rapid development of novel technologies in designing new engineering materials for different 

applications has derived numerous new materials. Subsequently it is very difficult to  manage and 

make decision from such kind of engineering materials[16]. Efficient techniques for data storing 

and effective data analysis models for  knowledge discovery from storage data are required for 

the effective decision making purpose during engineering  materials design phase  and 

manufacturing process. Hence, data mining/Knowledge Discovery from databases is rising in a 

broad sense in engineering materials design and their development[11]. Though the 

manufacturing technology is improving  day-by-day, still,  trial  and error methods have been 

executing in composite materials design applications in  manufacturing industry[18]. Creation of 

dynamic data repository for vast amount of newly emerging materials data and their management 

is really a  changeling task for engineers. Concerning such vast materials database-making 

activity, it is required to construct effective and efficient databases[12]. Creation of centralized 

database/Data warehouse has potential research scope for data mining. Therefore, Application of 
Data Mining on Engineering Materials suits  for the  extraction of nontrivial ,implicit, previously 
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unknown and potentially useful information(such as knowledge rules, constraints, regularities) 

from data in databases[1][2][3].  

Processes and technologies have been accepted for many years, still there is indeed of great 

potential for mining knowledge to integrate manufacturing, product characteristics, and the 

engineering design processes. Engineering design is a multidisciplinary, multidimensional, and 

non-linear decision-making process where parameters, actions, and components are selected. The  

selection of engineering materials is often done based on historical data, information, and 

knowledge. It is therefore a prime area for data mining applications and although as yet only a 
few papers have reported applications of data mining in engineering design [12], and this has 

been an area of increased research interests in recent years. There are lots of related works have 

been done by researchers on fuzzy based systems for knowledge discovery from engineering 

materials[13][14][15][17], and  an "if -then" rule based approach for the selection of materials' 

relevant information for decision making[16].  

In this paper, a statistical model is being proposed for predicting the mechanical property of 

engineering materials using the existing data  and information associated to other materials. The 

concepts and procedures adopted for predicting such properties are organized in the rest of this 

paper. A brief introduction to material database is given in section 2. Determination of materials 

properties and their significance are discussed in section 3. Section 4 describes the Methodology 

used for the proposed work. Experimental results  are discussed in the section 5 and conclusions 

and future scopes are made in the section 6.  

2 Material database 

Materials database is an organized collection of materials data sets. Each data set characterizes an 

engineering material with their properties. It is being frequently accessible during materials 

design applications in concurrent engineering design process , as shown in figure 1 .  

 

 
 

Figure 1. Concurrent Engineering Materials Design Process 

However, there are a few material property databases that are available on demand with cost 

constraints[4][5][10]. Therefore, materials database with about 5600 data sets is designed by 
referring many textbooks[7][8], handbooks and website[9] of engineering materials.   The 

objective of the engineering material database is  to offer information for the materials selection 

during the concept development of a new composite materials. While designing a new material, 

researchers have to be gone though many data resources such as materials property database  and 

materials handbook in ordered to select right materials that satisfy the design requirements. It is a 

time consumption process and expensive for referring the relevant bibliographic materials.   
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There is an enormous range of possible new materials, and it is often difficult to physically model 

the relationships between constituents, and processing, and final properties. Therefore, data 

mining  is becoming one of the increasingly valuable tools in the general area of materials design 

and their development. Materials properties and their sub property ranges identified from 

different data sources and trivial importance for predicting the correlated properties  of materials  

are listed in the  table 1. 

 

 Table 1 : Materials  sub properties and their range values indentified from different 

sources of data.  

 

Attribute 
Sub Property S Name Polymers Ceramics Metals 

#1 Tensile Strength TS 1 – 30 31 – 100 101 – 300 

#2 Yield Strength YS 1 –26 0 26 – 250 

 

3. Determination of  Material Property 

When studying materials and especially for selecting materials for a project/design, it is important 

to understand key properties of materials. The most important properties are tensile strength, 

elasticity, plasticity, ductility and tensile strength. Here in this paper, tensile strength, which is a 

sub property of the mechanical property, of  materials[6] is considered for prediction.  The 

mechanical properties of a material describe how it will react to physically applied forces. 

Mechanical properties occur as a result of the physical properties inherent to each material, and 

are being determined through a series of standardized mechanical tests[7][8]. One of the 

mechanical test is tensile test where yield and tensile strength values can be observed in the 

test[14]. A tensile test can be performed by incrementing the sample with an electrical device to 

measure strain and then stretching the sample until it fails. The stretch, both elastic and plastic, is 

called strain. Using the original cross-sectional area of the sample, the load is converted into 

stress, and a stress-strain diagram is obtained as shown below in figure 2.  

 

 

Figurer 2:  Shape of ductile specimen at various stages of testing 
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There are three very important mechanical properties, which can be determined from this 

diagram. They are yield strength, tensile strength  and modulus of elasticity. From the diagram,  

yield strength can be determined first and tensile strength can be determined later.  Using these 

two properties , modulus of elasticity can be determined. The yield strength is defined as the 

stress at which a predetermined amount of permanent deformation occurs. The graphical portion 

of the early stages of a tension test is used to evaluate yield Strength. Yield strength is not a 

characteristic that can be calculated. It must be derived through experiment  and then it can be 

calculated by using the following formula:   

A

L
Stress =σ,  

Where  L is applied and A is the area of cross section. Using this formula,  yield strength can be 

computed. So tensile strength and yield strength values can be computed and stored  in the 

materials database through tensile test.  As there are  two attribute values(tensile strength and 

yield strength attribute values)  coming up from a single experimental test, where these  two 

properties  showing the correlation between each other, predictive attribute values can be 

computed. Therefore, a regression analysis is  proposed on the correlated property values to 

predict the other property values  without  going for further experimental tests. This  leads to 

manufacturer to hoard the time and work for finding the tensile strength. The methodology, which 

is being proposed  for correlated data sets is described in the following section. 

4.METHODOLOGY 

Linear Regression analysis is one of the most commonly used statistical techniques in social and 

behavioral sciences as well as in physical sciences. It well known as  knowledge discovery 

method in data mining field[2][3] in Computer science. Its main objective is to explore the 

relationship between a dependent variable tensile strength(Y) and  independent variable, yield 

strength(X) of an engineering material. Co-efficient of Determination  is used to measure the 

accuracy of the linear regression model and Least-Squares Estimation method is proposed 
for estimating parameters by minimizing the squared discrepancies  between tensile strength(Y) 

and  yield strength(X) of an engineering material. 

4.1  Linear Regression Model 

Giving the measures of tensile strength and yield strength  attributes, linear regression analysis 

can be measured how strongly one attribute implies the other, based on the available data. For 
numerical attributes  say X and Y, we can evaluate the correlation between these two attributes by 

computing the Correlation Coefficient, r as follows:  
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Where N is the number of tuples,  xi  and  yi  are the respective attribute values of X and Y in a 

tuple i, X  and Y  are the respective mean values of X and Y, 
xσ and 

yσ are the respective 

standard deviations of X and Y and ∑ ii yx  is the sum of the cross-product, XY (that is, for each 

tuple, the value for x  is multiplied by the value for y in that tuple). Note that 11 +≤≤− r . 
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Where x  is the mean value of the observations.  
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Where y is the mean value of the observations.     

 

In simple linear regression analysis, the data are modelled to fit a straight line  and to approximate  

a set of data.  For example, a random variable, y (called a response variable), can be modelled as 

a linear function of another random variable, x (called a predictor variable), with the equation 
given below 

 

b+ax  =y         (4) 

 

where b is a constant, the point at which the line crosses the y-axis when x = 0, a is a coefficient 

representing the "slope" of the line, x, is the observed value of the independent variable. For 

the ith
  case, the  slope of the line is given by the formula:  
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Where ( )( )[ ]∑ −− yyxx ii

   

is the sum of cross product  of deviations of x and y from their 

means X and 
−

Y respectively. ( )∑ −
2

xxi is  the sum of the squared deviation of x from x- mean, 

X .  

  XaYb ˆˆ −=       (6) 

Where  Ŷ  is the mean of y values and X̂ is the mean of x values . 

Regression line goes through the point whose co-ordinates are the mean values of the variables X 

and Y. 

4.2 Least-Squares Estimates 

Least-Squares Estimation method is proposed for estimating parameters by minimizing 

the squared discrepancies  between tensile strength(y) and  yield strength(x) of engineering 

materials. This method is studied in the context of a regression problem, where the variation in  

the response variable y , can be partly explained by the variation in the co variable x. 

 
ε+b+ax  =y 

     (7) 
 

representing the true linear relationship between yield strength and tensile strength for all 

materials, the error term, ε  is needed to account for the  indeterminacy in the model, the residuals 

( )dcatorPr ey i −  are estimates of the error terms, .,,.........2,1, nii =ε = equation (7) is called 

regression equation.  

4.3 Co-efficient of Determination 

Co-efficient of determination  measure,  r2   is used to assess how well a linear regression model 

explains and predicts future outcomes. The coefficient of determination , r
2
, is  computed by  
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SSR
r =
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(8) 

where, SSR is  sum of square regression and SST is sum of square total. Therefore,  it can be 

derived  from the following: 
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5. Experimental Results 

Experiments on different materials data sets, created by referring various websites and materials 

hand books related to engineering materials, are done.  

5.1.  Data sets used for deriving Linear Regression Models 

For deriving a linear regression  model that approximates the relationship between the yield 

strength  and tensile strength values of polymer data sets, 150 positively correlated  polymer data 

sets, whose  yield strength  and tensile strength values lies respectively in the ranges (1MPa  - 

30MPa) and (1MPa  - 26MPa) are considered for deriving the linear regression model. The 

polymer data sets, which are  positively correlated between yield strength  and  tensile strength, 

considered for deriving the regression model is shown in the figure 3.  

  

Figurer 3 . Positively correlated polymer materials and their yield strength and tensile strength. 

Correlation coefficient model is computed on the positively correlated  150 metal data sets  

whose, yield strength  and tensile strength values lies respectively in the ranges  (101MPa – 

300MPa) and (26MPa – 250MPa). The Metal data sets, which best fits the linear regression  line, 

are shown in the  figure 4.  
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Figurer 4 .Positively correlated Metal materials and their yield strength and tensile strength. 

By using positively correlated polymer and Metal data sets, the parameters such as coefficients, a 
and b of regression model, and accuracy measuring parameters such as coefficient of 

determination, r2  and least square estimate ε ,  are computed for the polymer and metal data sets. 

Linear regression model,  Y = 1.082(x) + 2.205 is derived from the positively correlated polymer 

data sets  in the database and its coefficient of determination represents prediction accuracy, 

which is  about  r2 = 0.975 with minimized least square estimates , ε = 0.3602. Similarly the  linear 

regression model, Y = 0.914(x) + 72.03 for positively correlated metal data sets determines  the 

coefficient of determination, r
2 

=
 
0.9890 of prediction accuracy with minimized  least square 

estimates, ε = 0.0756.  Experimentally determine parameters are  tabulated in the table 2. 

Table 2. Derived regression models and accuracy measuring parameters for Polymer and Metal 

materials. 

 

5.2.  Data Sets Used For Validating Linear Regression Models 

The above models are validated on randomly selected data sets of both Polymer and Metal types. 
  

I.  Polymer Data sets:   

In order to validate the linear regression model for polymer data sets,  1500 polymer data sets are 

randomly selected from material database. For any polymer materials, whose  yield strength (x) 

lies in the range ( 1.00MPa- 26.00MPa), tensile strength(Y) is being predicted by the liner 

regression model and best fits the line Y= 1.082(x) +2.624 with  r
2 

= 0.9976  and  ε  = 0.4192, 

also lies in the range((1Mpa- 30MPa).  Linear regression line that best fits all the 1500 polymer 

data sets that have linear relationship between their yield strength and tensile strength is shown in 

figure 5. 

 

Materials Types Regression Models Co-efficient of 

Determination(r
2
) 

Least square 

estimates ε  

Polymer materials Y=1.082(x)+ 2.205 0.975 0.3602 

Metal materials  Y=0.914(x)+72.03 0.989 0.0756 
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Figurer 5.  Show the Polymer materials straight line with predication 

Metal Data Sets: 
Similarly 1500  Metal data sets are randomly selected from material database. For any metal 

materials, whose  yield strength (x) lies in the range ( 26MPa- 250MPa), tensile strength(Y) is 

being predicted by the liner regression model and best fits the line Y= 0.914(x) + 72.01 with  r2 = 

0.9994  and  ε  = 0.0.0757., also lies in the range (101MPa- 300MPa)   Regression model that best 

fits all the 1500 Metal datasets that have linear relationship between their yield strength and 

tensile strength  is shown in figure 6. 

 

 
 

Figurer 6. Show the Metals materials straight  line with predication 

From the data sets used for validating the derived models shown in figure 5 and 6, regression 

models and accuracy measuring parameters for both polymer and metal materials are tabulated in 

the table 3. 

 
Table 3. Validated regression models and accuracy measuring parameters for Polymer and Metal 

materials. 

Materials Types Regression Models Co-efficient of 

Determination(r
2
) 

Least square 

estimates ε  

Polymer materials Y=1.082(x)+ 2.624 0.9976 0.4192 

Metal materials  Y=0.914(x)+72.01 0.9994 0.0757 
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By comparing the table 2 and 3, it s found that,  coefficient of determination, performance of the 

predictive  model  increases as the number of data sets increase and best fits al the data sets with 

linear relationship. 

6.Conclusion and future scope 

In this paper, linear regression models is implemented and proposed on engineering materials data 

sets for predicting the linear relationship between the yield strength and tensile strength of 

engineering materials. As we absorbed in the materials database  two materials properties values 
are correlated with each other and found to have a linear relationship between  yield strength and 

tensile strength. So by knowing yield strength of materials, which are experimentally determined 

in nature, we can  predict tensile strength of those materials. This helps design engineers  to 

reduce their work in finding tensile strength through physical experiment. The predicated results 

analyzed in this research depict that linear regression technique  can be used for predicting the 

mechanical properties of engineering materials. This prediction  analysis  can be more useful for 

mechanical design engineers in the manufacturing industry to overcome by the wear and tear of 
the cost and time of the design and manufacturing industries. 

Further, multiple linear regression model is proposed for predicting more than one mechanical  

properties  by knowing the existing properties. 
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