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ABSTRACT 

Speech recognition is very popular field of research and speech classification improves the performance 

for speech recognition. Different patterns are identified using various characteristics or features of speech 

to do there classification. Typical speech features set consist of many parameters like standard deviation, 

magnitude, zero crossing representing speech signal. By considering all these parameters, system 

computation load and time will increase a lot, so there is need to minimize these parameters by selecting 

important features. Feature selection aims to get an optimal subset of features from given space, leading to 

high classification performance. Thus feature selection methods should derive features that should reduce 

the amount of data used for classification. High recognition accuracy is in demand for speech recognition 

system. In this paper Zernike moments of speech signal are extracted and used as features of speech signal. 

Zernike moments are the shape descriptor generally used to describe the shape of region. To extract 

Zernike moments, one dimensional audio signal is converted into two dimensional image file. Then various 

feature selection and ranking algorithms like t-Test, Chi Square, Fisher Score, ReliefF, Gini Index and 

Information Gain are used to select important feature of speech signal. Performances of the algorithms are 

evaluated using accuracy of classifier. Support Vector Machine (SVM) is used as the learning algorithm of 

classifier and it is observed that accuracy is improved a lot after removing unwanted features. 

KEYWORDS 

Feature Extraction, Feature Selection, Zernike Moment, SVM, Speech Classification. 

1. INTRODUCTION 

Speech processing requires careful attention to issues [1] like various types of speech classes, 

speech representation, feature extraction techniques and speech classifiers. There are many 

features associated with the speech like Mel-Frequency Cepstral Coefficients (MFCC), Wavelet, 

and Principal Component Analysis (PCA) which describe the speech and helps to classify the 

speech signal into various categories. In this paper Zernike moments are used to classify the 

speech signal based on the shape of spectral region. In this approach Zernike moments are 

computed and norm of these Zernike moments are taken as features for each audio file and then 

they are ranked using various feature ranking algorithms. We are selecting important features 

based on the ranking to improve the classification accuracy of classifier. Unwanted features can 

increase computation time and can have impact on the accuracy of the speech recognition. 

Zernike moments have been used by many recognition systems like human face recognition [2], 

fingerprint recognition [3], visual speech recognition [4] in the past. In visual speech recognition 

different moments of video data of the speaker’s mouth are extracted and used for recognition. In 

these recognition systems Zernike moments of images are taken and used while in our approach 

Zernike moments of audio data are taken and used for classification. There are applications [5] of 
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Zernike moments used as features with various classifiers for classification but we use Support 

Vector Machine (SVM) classifiers for classification. 

This paper is organized as follows. First, introduction section, next section gives a brief on the 

feature extraction of .wav file to generate the dataset for our experiment. Next section presents 

the different algorithms used in our feature selection approach and describes the classification 

using SVM. Dataset used, experimental methodology and results are reported in section 

experimental result. Finally, we conclude our work in the last section. 

2. FEATURE EXTRACTION 

Feature extraction is a process where a segment of audio is characterized into a compact 

numerical representation. One dimensional speech signal is converted into two 

dimensional images for extracting its Zernike moments. The Zernike moments are useful 

in image analysis and pattern recognition due to their orthogonality and rotation 

invariance property. They are also used in wide range of applications [6] on image 

analysis, reconstruction and recognition due to minimal redundancy, rotation invariance 

and robustness to noise. 

2.1. Computation of Zernike Moments 

Zernike moments [6] are defined to be the projection of image function on the orthogonal basis 

functions [7]. The basis functions Vn,m (x,y) are given by 

Vn, m(x,y) = Vn,m(ρ,θ) = Rn,m(ρ)e
j m θ  

            (1) 

Where n is non-negative integer, m is non-zero integer subject to the constraints n-|m| is even and 

|m| < n, ρ is the length of vector from origin to (x,y), θ is angle between vector ρ and the x axis in 

a counter clockwise direction and Rn,m(ρ) is the Zernike radial polynomial. 

The Zernike radial polynomials, Rn,m(ρ), are defined as: 

        (2) 

Note that Rn,m(ρ) = Rn,-m(ρ).The basis functions in equation (1) are orthogonal thus satisfy 

 

Where 

 

The Zernike moments of order n with repetition m for a digital image function f(x,y) is given by 

[7] 

 

Where V
*
n,m(x,y) is the complex conjugate of Vn,m(x,y). To compute the Zernike 

moments of a given image, the image centre of mass is taken to be the origin. The 

function f(x,y) can then be reconstructed by the following truncated expansion [7]. 
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Where N is the maximum order of Zernike moments we want to use, Cn,m and Sn,m denote the real 

and imaginary parts of Zn,m respectively. 

3. FEATURE SELECTION 

Many features are associated with the speech data and some of them can be redundant. There is a 

need to remove least important features from the available data to reduce storage requirements, 

training and testing time and thus improving classifier performance. The goal of feature 

selection [8] is driving an optimal subset of features from a given space leading to high 

classification performance and it should derive the features that will reduce the amount of data 

used for classification. However, the search for a subset of relevant features introduces an 

additional complexity in the modeling task. 

Feature selection [9] methods also help machine learning algorithms produce faster and more 

accurate solutions because they reduce the input dimensionality and they can eliminate irrelevant 

[10] features. 

3.1. Algorithms used for Feature Selection 

There are two different ways for selecting important features in a feature subspace. Some of the 

algorithm use exhaustive search of the feature subspace which is unaffordable for all but a small 

initial number of features. While some of them uses heuristic search strategies which are more 

feasible than exhaustive ones and can give good results, although they do not guarantee finding 

the optimal subset. In this paper algorithms like Information Gain, Gini Index, Fisher Score, Chi 

Square , ReliefF, t-Test are used for feature ranking and selection. 

In Information Gain, weight is assigned to the feature based on the information content of the 

feature. Information content of the feature is calculated using entropy. The Gini Index is a 

statistical measure of dispersion. It is based on another statistical phenomenon called the Lorentz 

curve, and is commonly used to quantify wealth distributions and has many applications. The 

Fisher Score [11] is a method for determining the most relevant features for classification. It uses 

discriminative methods and generative statistical models. Chi Square method [12] measures the 

relevance between the feature and the class. If the measure value is higher means that relevance 

between feature and class is strong. It means that the feature is having greater contribution to the 

category. ReliefF [13] selects the nearest neighbour samples from each category, and these 

nearest neighbour samples are considered as k. The t-Test is a statistical hypothesis where the 

statistic follows a student distribution and it is a basic test that is limited to two groups. For 

multiple groups, each pair of groups needs to be compared. The basic principle is to test the null 

hypothesis that the means of the two groups are equal. 

3.2 Classification using Support Vector Machines (SVM) 

In computer science, support vector machines (SVMs) are a set of related supervised learning 

methods that analyze data and recognize patterns, used for classification and regression. SVM 

constructs a hyperplane or set of hyperplanes in a high or infinite dimensional space, which can 

be used for classification. Support Vector Machine (SVM) is primarily a classier method that 

performs classification tasks by constructing hyperplanes in a multidimensional space that 

separates cases of different class labels. Optimal separating hyperplane is defined as the 

maximum-margin hyperplane in the higher dimensional feature space. Sometimes it is necessary 

to map the data into high dimensional space. To reduce the error in the classifications uses kernel 

[14] to solve quadratic optimization problem that occur while computing the hyperplane for 
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separating data point. There are many kernel functions like polynomial, radial bias functions 

(RBF) etc. The experiments in this paper are done using RBF kernel. There are two reasons for 

using SVM [15] for performing classification.  Firstly, it is having low expected probability of 

generalization errors and secondly, its speed and scalability.  

4. EXPERIMENTAL RESULTS 

4.1. Dataset Used 

All speech files are single-channel audio data sampled at 25 kHz. All material is end pointed. 

(i.e. there is little or no initial or final silence). The total set consists of 1000 sentences from two 

different talkers. Filenames [16] consists of a sequence of 6 characters which specify the sentence 

spoken. For example, bbaf2n represents the sentence bin blue at F 2 now. The total data is divided 

into training data and testing data. Training data is used to build classifier model where as testing 

data is used to test the model. 

 
 

Figure 1.  Feature Ranking using Information Gain 

 

 
 

Figure 2.  Feature Ranking using Gini Index 
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Figure 3.  Feature Ranking using Fisher Score 

 

 
 

Figure 4.  Feature Ranking using Chi Square 

 

 
 

Figure 5.  Feature Ranking using Relief 
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Figure 6.  Feature Ranking using t-Test 

4.2. Methodology 

All audio files from the dataset are read and converted into two dimensional image files. Each 

image is then pre-processed to calculate its Zernike moments. Zernike base function for order  

1, 2, .., 10 is used to calculate Zernike moments of image for different order. Zernike moments 

are complex number so the norm of Zernike moments for each order is considered as one feature, 

like wise 10 features for 10 different orders are calculated. For example consider that Zernike 

moments of audio file ’swwa3n.wav’ is to be calculated, then  waveform of the file swwa3n.wav 

is as shown in Figure 2. 

 
 

Figure 2: Signal Representation of swwa3n.wav File 

This image is converted into square image of 100 pixels before calculating its Zernike moments. 

Figure 3 shows the image file swwa3n.jpg obtained after pre-processing which is given as input 

to the function calculating Zernike moments. Pre-processing is done using MATLAB. 
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Figure 3: Input Image after Pre-processing 

 

Then Zernike moments of the image are calculated for different order from 1 to 10. Some of them 

are given in Table 1. 

Table 1.  Zernike moments of the image for order 1 and 2. 

File Name Order of Zernike 

Moments 

 

Zernike Moments 

(ZM) 

Feature=Norm(ZM) 

Swwa3n.jpg 

1 578466.46 + 0.00i 

-12398.24 - 6078.90i 

5.7863e+ 005 

2 578466.46 + 0.00i 

-12398.24 - 6078.90i 

96254.98 + 0.00i 

-18558.13 - 1198.16i 

5.8688e+ 005 

 

The features obtained from Zernike moments are written in the comma separated file, which is 

then converted into a format required by LibSVM for further processing. LibSVM [17] is library 

for SVM, it is integrated software for classification and regression. Classification model is build 

using training data by LibSVM. Scaling of the input training data and testing data is done to make 

the model more accurate. (Lower limit and upper limit considered for the scaling is -1 to 1). 

Kernel parameter selection is done to improve the accuracy. Classification accuracy is predicted 

for test dataset based on the model build using training dataset. This will give the accuracy of 

dataset without feature selection. By applying various algorithms listed in the Section 3.1 for 

feature ranking. These algorithms calculate the weight of features and ranks are assigned based 

on there weight. Ranking for the various features using different algorithms is as shown in Table 

2 and Figures 1, 2, 3, 4, 5 and 6 represents the graphical representation of the ranking using 

different algorithms. Here X-axis represents the feature number and Y-axis represents the rank 

assigned to the corresponding feature. Dataset for first 5, 7 and 8 ranked features are created. 

Scaling and kernel parameter selection is done to obtain better results. All the datasets are given 

as input to LibSVM to build model and predict the accuracy of test data. Accuracies of different 

algorithm with different number of feature combination are as shown in Table 3. 
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Table 2.  Feature ranking using various algorithms. 

Information Gain Gini Index Fisher Score Chi Square ReliefF t-Test 

5 5 5 5 5 5 

4 3 4 4 4 4 

3 2 3 3 7 3 

2 4 2 2 2 2 

6 1 6 6 1 6 

7 6 7 7 10 7 

8 7 1 1 6 1 

1 8 8 8 9 8 

9 9 10 9 3 10 

10 10 9 10 8 9 

 

Table 3.  Accuracies of different algorithms with different number of feature combination 

for Zernike features. 

Algorithm Used Accuracy (%) 

without Feature 

Selection 

Accuracy (%) 

with  

5 Features  

Accuracy (%) 

with  

7 Features  

Accuracy (%)  

with  

8 Features  

Information Gain 50 76.53 78.57 78.57 

Gini Index 50 72.44 78.57 77.55 

Fisher Score 50 76.53 78.57 78.57 

Chi Square 50 76.53 78.57 78.57 

ReliefF 50 73.46 76.53 81.63 

t-Test 50 76.53 76.67 78.57 

 

From Table 3 it observed that the accuracy of classifier for dataset for the entire features extracted 

(i.e. without feature selection) is 50%, while after eliminating the least important features the 

accuracy of classifier shows lot of improvement. Among all the algorithms ReliefF gives the best 

accuracy of 81.63% for 8 feature selection. 

5. CONCLUSIONS 

In this paper, we have used various feature selection and ranking algorithms to reduce the features 

of the input data to an SVM based speech recognition system. The features were ranked using 

Information Gain, Gini Index, Fisher Score, Chi Square, ReliefF and t-Test feature ranking 

algorithms. From the ranked features optimum feature subsets were identified and used for speech 

classification.  

Classification was performed using SVM on the dataset with full features and also with the 

reduced feature subsets to determine the comparison in the speech classification accuracy. The 

effort is made to compare the performance of various subsets of features obtained from the 

feature selection algorithm over generated dataset. Experimentally, it is found that the reduced 

feature subsets give better results on the dataset than the full feature set. We are able to achieve 

higher speech classification accuracy on a smaller feature subset thus achieving substantial 

reduction of the input dataset.  
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